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Abstract  

This paper presents a simple disequilibrium model in the primary 

housing market, calibrated to the Warsaw market. Our aim is to point out 

that the primary housing market, due to the long construction process is 

always in disequilibrium, which has important policy implications. We 

discuss the last housing cycle and show how a combination of slight 

demand shocks with short-term rigid supply leads to strong fluctuations of 

house prices and new construction. The primary market can create a 

significant distress to the economy, because when house prices rise, this 

sector attracts capital and workers and is able to generate excessive supply, 

which finally can lead to the burst of the price bubble. The cyclical character 

is a permanent feature of the property market and can be explained by the 

inelasticity of supply. Market participants form price and demand 

expectations based on past observations. This causes frequent cycles that, 

under specific conditions, can lead to economic crises. We believe that the 

model describes the reality of the primary housing market better than 

equilibrium models do, so it can be useful for central banks and financial 

supervision institutions in the analysis of the impact of fiscal and monetary 

policy and regulations on the real estate market. 

 

Key words: Cycles in the housing market, disequilibrium, imbalances, 

banking sector, banking regulations.  

JEL Classification: E32, E44, E37, R21, R31. 
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1. Introduction 

While modelling the real estate market one usually assumes it to be in 

equilibrium. However, as a result of a delayed response of supply and 

changing demand, largely determined by loan availability, the market 

oscillates around the equilibrium point, fluctuating in time. In this paper we 

propose a model that accounts for housing needs, which are reflected in a 

fluctuating housing demand. Supply from the primary market (new 

construction), which is constant in the short-term, responds with price 

increases first. Only after a period of time, more new homes are built but 

prices usually keep growing. Our model allows us to analyze the response of 

the primary housing market to changes in nominal interest rates or 

household preferences. We neglect the existing housing stock in this paper 

and refer to Augustyniak et al. (2014), where we describe the interactions 

between the primary and secondary housing market in detail. The existing 

housing stock market hardly faces excessive supply, which is only possible if 

there is strong migration or if there is very much cheap supply in the 

primary market. Usually the existing housing stock is owner occupied and 

changes of its value have a relatively mild effect on the economy1. But if we 

look into the primary market, we observe, for example in the US or Spain, 

that new construction has created serious problems to the economy and 

financial stability. New construction is prone to boom and bust cycles, and 

therefore we analyse the demand and supply of new housing and its cycle.  

                                                           
1 Positive effects of housing appreciation on consumption are well known in the literature. 

On the other hand if the housing value falls below the loan amount, the owner will not be 

willing to sell its house, which might impede his mobility. 
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The analysis of consumer goods requiring a long construction process 

was described in 1928 by Hanau on the example of a "hog cycle". The 

investment process and construction of new housing was described, inter 

alia, by Topel and Rosen (1988) and Augustyniak et al. (2012). Our 

observations indicate that households purchase not only completed housing, 

but also real estate development contracts for home construction. When 

demand is largely unmet, real estate developers sell contracts to provide 

housing, whose construction has already begun. Typically, contracts are sold 

after approximately one year from the construction start date. Another two 

years elapse before the apartment is completed. However, after the housing 

has been constructed, it ceases to affect the housing market, as the contract 

had already been sold in the past. It should be noted that real estate 

developers have some work in progress, which allows them to respond to 

the market needs relatively quickly2. Housing pre-sale contracts are known 

in the US, Italy, Poland as well as in Asia, where this system has had a long 

history (see Chang and Ward, 1993). Such solutions increase the support 

elasticity, shorten the cycle and reduce the amplitude of fluctuations. This 

helps the supply side to respond faster to strongly rising demand, yet, it 

involves a certain risk. The advantage for clients is that they buy housing at 

a fixed price. Yet, the buyer bears the risk of the developer’s bankruptcy. The 

developer can continue construction without the need to borrow funds, 

because the client pays upfront, but he will not be able to increase home 

prices in the future, along with rising prices or costs.  

                                                           
2 The number of building permits obtained by real estate developers usually exceeds the 

number of actually started constructions. Moreover, not all the constructions started are 

immediately sold. The real estate developer can extend this process when prices fall and 

speed it up when prices rise. 

5 
 

Figure 1 Commenced housing construction, sold real estate development housing 

(units, left-hand axis) and real price per square meter (2004 constant prices in PLN, 

right-hand axis) 

 

Source: CSO, NBP BaRN, PONT Info, REAS. 

 

Our analysis focuses on Warsaw, the largest housing market in Poland, 

but given that most of the world experienced a similar housing boom, our 

analysis can be easily applied to any other market. The available data allow 

us to capture the last cycle in the Warsaw residential market. It began with 

stable prices (2002-2004), which then followed an upward trend with rising 

income, growing supply of credit and declining interest rates (2005-2008). In 

the subsequent period (2009-2013) prices slowly decreased as a result of 

economic downturn, oversupply of unsold housing and limited supply of 

credit. The relationship between loan availability, growing housing demand 

and rising home prices in the primary market in Poland is discussed in 

detail in the NBP (2011, 2012a, 2012b) reports. Looking at real prices, 

deflated by CPI (2004 is the base year), it can be seen that the actual rise in 

housing transactions and real estate development contracts, in response to 

growing demand, led also to a rise in transaction prices (see Figure 1). 
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When analysing real estate market cycles we need to use a model that 

replicates the reality as good as possible. One can find very complex models 

in the literature that describe the housing market. However, in order to solve 

them, their authors make simplifications and make assumptions which are 

inconsistent with the reality. In particular, the assumption of the market’s 

rapid search for equilibrium, the assumption about a perfect competition in 

the market as well as rational behaviour of buyers and producers are 

problematic. Those simplifications often lead to trivial or even erroneous 

conclusions. The model presented by us is rather simple and can be 

replicated on a spread sheet. We show that a fairly simple method allows to 

analyze imbalances and cycles in the housing market. This requires, of 

course, relevant data, which, for most of the analysed period, are publicly 

available on the NBP and CSO website. In our model we go back to the 

tradition started by Fair (1972) and DiPasquale and Wheaton (1992), who 

explain the working of the market in a rather simple way. 

Our article presents the dis-equilibrium model, analyses cycles and the 

impact of shocks on the housing market. Chapter 2 presents the model of 

housing demand. In Chapter 3 we present the model of supply. Chapter 4 

presents a regression of aggregate demand and supply as well as price and 

construction cost changes and Chapter 5 concludes the article. 

  

7 
 

2. Housing demand  

In this section we present a simple demand model. While the housing 

market consists of new construction and sales from the existing stock, it is 

well known that only the supply of new construction can adjust to a credit 

fuelled housing demand boom in the short and medium run (Augustyniak 

et al. 2014). The supply from the existing housing stock is rigid in the short 

and medium run, thus any excessive demand translates very quickly into 

excessive demand for new construction. Therefore, we focus on the primary 

market only and we assume that households finance home purchase with a 

loan. The cost incurred in a particular period by the household is the loan 

repayment. Burnham (1972) quotes a Fed survey, according to which credit 

supply determines housing construction. Currently, we see that housing 

demand both in Poland and across the world is driven by credit supply (see 

NBP, 2012a,b). Moreover, demand is affected by consumer preferences as 

regards the consumption of other goods C and housing services. Like Bajari 

et al. (2013) we include the imputed rent  in the utility function. It 

results from the size of the apartment H, its price p and the parameter k, 

which reflects the monetary value of the stream of housing services. The 

utility is described by a CES function, where θ is the share of utility resulting 

from consumption, whereas the parameter µ denotes the elasticity of 

substitution between consumption and housing, ε = 1 / (1-µ). Accounting for 

appreciation, , we take into consideration consumer expectations 

about future housing prices (see Dunsky and Follain, 1997, Sommervoll et 

al., 2010 or Lambertini et al., 2012). Such a specification of the utility function 

takes into account the fact that housing is bought for consumption as well as 

for investment purposes (see Henderson and Ioannides, 1983 and Łaszek, 
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2013). It also reflects the fact that households extrapolate past prices and are 

prone to herding behaviour (see Salzman and Zwinkels, 2013). The utility of 

household is described by the following equation: 

 

The consumer divides his income between the loan repayment and 

consumption of other goods. It is very important to remember that not only 

house prices but also income rises in the real world. If both increase at the 

same pace, the consumption of housing, measured in square meters should 

not change. Moreover, after a housing boom relative house prices tend to 

decline, as the analysis in NBP (2013) shows. 

The income allocation problem is solved by taking into account the 

budget constraint  (r – loan constant based on fixed loan 

instalments, p - price per square meter of housing), which gives us the 

optimal choice of the size of housing and consumption of other goods in 

each period. 

 

 

By combining this equation with the budget constraint we get the 

optimum allocation of funds between consumption of housing services and 

consumption of other goods. 

 

 

 

9 
 

Lin and Lin (1999) argue that income elasticity of demand is approx. 1, 

consequently, income growth should lead to a similar increase in housing 

demand. The household is not limited by the budget only, but also by the 

loan availability and supervisory regulations. The bank calculates the loan 

availability based on household’s income, nominal interest rate and 

prudential regulations, which determine, among other things, the longest 

possible period of loan repayment (the longer the maturity of the loan, the 

lower the loan constant and the higher the household loan). When buying an 

apartment, households usually look at the current market situation and 

credit granting criteria,  neglecting potential changes in interest rates or 

fluctuations in exchange rates, if they had taken out a foreign currency 

denominated loan.  

In order to curb excessive debt and reduce the risk to the financial 

system, restrictions are imposed concerning the part of consumer’s income 

which can be spend on the debt repayment (DTI – debt to income ratio) as 

well as restrictions on the loan to value ratio (LTV) or the down-payment 

(see Stein 1995, Rubaszek, 2012). For the ease of the analysis, we have 

considered DTI limits only, so that the household can devote only a part of 

their income x  (0.1) to repay the loan, and the monthly instalment 

payment is  maximum , whereas: 

 

In this situation, the choice of the size of housing will not always be the 

optimum allocation of funds between C * and H *, but: 

 



Article 11

15NBP Working Paper No. 182, Volume 2

8 
 

2013). It also reflects the fact that households extrapolate past prices and are 

prone to herding behaviour (see Salzman and Zwinkels, 2013). The utility of 

household is described by the following equation: 

 

The consumer divides his income between the loan repayment and 

consumption of other goods. It is very important to remember that not only 

house prices but also income rises in the real world. If both increase at the 

same pace, the consumption of housing, measured in square meters should 

not change. Moreover, after a housing boom relative house prices tend to 

decline, as the analysis in NBP (2013) shows. 

The income allocation problem is solved by taking into account the 

budget constraint  (r – loan constant based on fixed loan 

instalments, p - price per square meter of housing), which gives us the 

optimal choice of the size of housing and consumption of other goods in 

each period. 

 

 

By combining this equation with the budget constraint we get the 

optimum allocation of funds between consumption of housing services and 

consumption of other goods. 

 

 

 

9 
 

Lin and Lin (1999) argue that income elasticity of demand is approx. 1, 

consequently, income growth should lead to a similar increase in housing 

demand. The household is not limited by the budget only, but also by the 

loan availability and supervisory regulations. The bank calculates the loan 

availability based on household’s income, nominal interest rate and 

prudential regulations, which determine, among other things, the longest 

possible period of loan repayment (the longer the maturity of the loan, the 

lower the loan constant and the higher the household loan). When buying an 

apartment, households usually look at the current market situation and 

credit granting criteria,  neglecting potential changes in interest rates or 

fluctuations in exchange rates, if they had taken out a foreign currency 

denominated loan.  

In order to curb excessive debt and reduce the risk to the financial 

system, restrictions are imposed concerning the part of consumer’s income 

which can be spend on the debt repayment (DTI – debt to income ratio) as 

well as restrictions on the loan to value ratio (LTV) or the down-payment 

(see Stein 1995, Rubaszek, 2012). For the ease of the analysis, we have 

considered DTI limits only, so that the household can devote only a part of 

their income x  (0.1) to repay the loan, and the monthly instalment 

payment is  maximum , whereas: 

 

In this situation, the choice of the size of housing will not always be the 

optimum allocation of funds between C * and H *, but: 

 



Housing market cycles – a disequilibrium model and its application to the primary housing market in Warsaw

Narodowy Bank Polski16

10 
 

 

Prudential limitations may result in the household’s inability to 

consume a sufficiently large apartment. On the contrary, the household will 

be forced to consume more other goods than it needs. Figure 2 shows the 

consumers choice in the case of a normal budget (point A) and a budget 

limited by prudential restrictions (point B). 

Figure 2 Consumer’s choice without budget constraints (left-hand panel) and with 

budget constraints (right-hand panel) 
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borrow a higher loan than it can), even a slight easing may trigger strong 
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up some consumption of other goods only to buy more housing. This 

explains why the availability of foreign currency denominated loans caused 

a boom in housing demand in Poland. 

In order to provide a more thorough explanation of the price bubble, 

we should present the response of demand to price increases based on a 

graphical analysis. With the classical utility function, when housing is 

considered as consumption only, rising prices would lead to a decline in 
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residential consumption from point 1 to point 2 (see Figure 3, left-hand 

panel). However, as housing is seen as both a consumption good and an 

investment good, the housing appreciation causes a significant shift of the 

utility curve. As a result, amidst rising prices housing becomes even a more 

desirable asset and the buyer will choose the allocation described in point 3 

of the left-hand panel of Figure 3. He will decide to sacrifice even a 

significant part of consumption of other goods, to buy more housing than he 

would buy at the former, lower price. 

 

Figure 3 Consumer’s choice amidst higher prices (left-hand panel) and an 

additional increase in income and moreover, interest rate cuts (right-hand panel) 

  

 

It should be added that prices increased amidst rising incomes and 

considerable cuts in interest rates. The right-hand panel of figure 3 shows 

that, in the first place, as a result of rising income the budget line shifts to the 
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3. However, a significant decline in interest rates means that the price 

increase is, in budgetary terms, almost entirely offset, so the budget curve 

returns to its position before the price increase, and the buyer finally chooses 

point 4. The analysis presented in NBP (2013) shows that during the price 

boom, the loan availability calculated per square meter of housing was on 

the rise which allowed households to purchase increasingly bigger housing. 

Only a combination of changes in prices, income and interest rates makes it 

possible to explain a seemingly irrational behaviour of buyers who amidst 

rising prices expressed demand for increasingly bigger housing. In the 

aggregate, this translated into a growing demand for housing. 

It is worth noting that in terms of the credit boom, households are 

able to exceed their budget by taking Ponzi loans. From the perspective of a 

household’s individual decision this can be reasonable, as it optimizes its 

inter-temporal consumption and will repay the excessive debt in the 

subsequent period through capital gains on housing. This situation was not 

observed in the Polish market, thus we do not analyse this variant. 

 

2.1 Calibration of the demand model and analysis of the impact of 

interest rates on demand 

The housing demand model was calibrated to reflect the actual rise in 

demand and prices in the Warsaw housing market in the years 2002-2013. 

When calibrating the model presented in the previous section, we have 

chosen parameters θ, µ k that are very close to the values proposed by Bajari 

et al. (2013) for the US (θ = 0.77, µ = 1.32, k = 0.075). We calibrated the model 

in such a way that it fits the Warsaw housing market as good as possible. We 

used the same parameter to calculate the substitution elasticity µ = 1.32, but 

13 
 

modified the importance of consumption in the utility function to θ = 0.63. 

The smaller parameter θ reflects a stronger desire to own housing. The 

parameter k, necessary to calculate the imputed rent, was calculated as the 

average of the actual rental data and transaction prices (from the NBP BaRN 

database) and amounts to 0.065. Moreover, we choose the parameter, which 

determines the strength with which buyers react to housing appreciation as 

γ = 0.5. As the household budget we take the twofold value of the average 

net wage in the enterprise sector in a particular year. In total, the model 

replicates the last demand cycle in the primary housing market in Warsaw  

well, as shown in Figure 4.  

The demand for square meters of housing was calculated as follows: 

the model demand for one square meter of housing of an average household 

is multiplied by 13 000 - the average number of homes sold during the 

analysed period, and finally scaled down (by 10 000) in order to harmonize 

the scale. To calculate the total area of actually sold housing, the number of 

apartments sold by real estate developers was multiplied by their average 

size of 58 square meters, and then the score was scaled down (by 10 000). 

The loan constant was scaled up by 10. 

Along with a strong decline in the weighted interest rate3, a rise was 

observed in housing demand. Growth in the model demand largely 

exceeded growth in actual transactions, which was driven by two reasons. 

At the beginning of the boom, real estate developers were unable to generate 

a sufficient number of contracts for housing construction. They put new 

contracts on the market with one year’s delay. Although demand slowed 

down in the later phase of the cycle, real estate developers sold a lot of 

contracts – meeting the needs of clients who had expressed their demand a 
                                                           
3 The interest rate is weighted with the currency structure of housing loans. 
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year ago. Moreover,  growing income and declining interest rates failed to 

directly translate into bank lending, which began to pick up with some 

delay. 

The demand model allows us to analyse household behaviour in the 

primary housing market in the boom period. Although the price of a square 

meter of housing began to increase rapidly, demand continued to grow. This 

was driven by three major factors: falling interest rates (due to lower FX 

interest rates), growing income and expectations of further strong 

appreciation of transaction prices. This overlaps with the desire to own 

housing (see Augustyniak et al. 2014) and banks’ very lenient lending 

criteria. A longer crediting period, despite the price growth and a slight 

increase in the average weighted interest rate was a factor behind rising 

demand. In this way, the loan instalment remained at a low level for a 

relatively long time. However, if banks had refused to lend for longer 

periods much earlier, demand would have probably been lower. Figure 4 

shows the development in housing demand, under the assumption that both 

foreign currency denominated and PLN mortgage loans were granted (left-

hand panel) or under the assumption that only PLN mortgage loans were 

granted (right-hand panel). 
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Figure 4 Housing demand, home prices, interest rates and the number of 

purchased housing units (left-hand panel- under the assumption that both PLN and 

foreign currency denominated mortgages were granted, right-hand panel- under 

the assumption that only PLN mortgages were granted) 

  

Source: CSO, NBP BaRN, PONT Info, REAS. 

 

The presented model is a partial equilibrium model in which we 

assume that prices were fixed by real estate developers, and households 

chose the size of housing only. In fact, reduced demand, resulting from 

rising interest rates in the absence of foreign currency mortgages should not 

lead to such a strong price increases (see Figure 4, right-hand panel). It is 

worth noting that the panel analysis presented at NBP (2013) suggests that 

real estate developers were quick to raise prices during the boom, yet 

reluctant to cut them down during demand slump. 
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3. Supply of real estate developer housing 

As discussed in the introduction, we focus on the supply of new 

housing. Housing supply in the secondary market is rather stable in the 

short and medium run, as it is the result of the willingness of the owner to 

sell his existing asset. Contrary, housing developers can increase production 

in the medium-run excessively, as they buy new development land, increase 

the number of workers and also can sell, besides completed housing, pre-

sale contracts. Rising prices attract capital to this market, but the long 

construction process makes the investment risky – the investor hopes to sell 

the house for a price that exceeds the construction costs. 

Although the price elasticity of housing was already analysed in 1960 

by Muth for the United States, the supply side was given relatively little 

attention in the literature4. One of the more extensive publications on this 

subject is the article by DiPasquale (1999). While analysing housing supply, 

we must take into account the situation in the local real estate markets. 

Stover (1986) pointed out that the aggregation of data from individual, 

distant cities leads to significant errors in the estimation of the price 

elasticity of housing supply. A detailed analysis of the real estate 

                                                           
4 The modelling of housing supply causes many problems, including analytical ones. Epple, 

Gordon and Sieg (2010) estimated the home production function based on the price of land. 

The main problem was that housing consists of attributes that are difficult to valuate 

objectively, separately, qualitatively or quantitatively (e.g. quality of housing). It should also 

be noted that housing features are the result of complex decisions made by real estate 

developers and home owners (see DiPasquale, 1999). In the case of Poland, the problem is 

also to gain access to full and accurate data series. 
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development sector, as well as the profit and cost accounting may be found 

in Augustyniak et al. (2012), here we focus on the supply curve only5. 

The short-term supply of developer housing is rigid, because it usually 

takes around 4 years from the start to the completion of construction. Supply 

becomes more flexible in the medium term as real estate developers sell 

contracts, if this is permitted by the law and approved by market 

participants. Thus, real estate developers put onto the market contracts  for 

home construction, which has only just begun (see Augustyniak et al., 2012) 

and the whole project will take two more years to complete. During the price 

boom, the sale of construction contracts began even earlier and the so-called 

“holes in the ground” were bought. Then, after a period of 3-4 years, 

completed apartments were delivered to the buyer. 

Basing on the relationship between the cost of production and the 

supply curve of real estate developers, we know that in the medium term 

the real estate development sector is able to build more housing units at a 

higher cost. The cost curve will be located close to the marginal cost curve. 

According to our observations, the mid-term curve of real estate developers’ 

supply may differ significantly from the cost curve, as developers plan 

future investment based on current prices. They erroneously underestimate 

the rise in production costs, driven by growing demand and respond only to 

nominal changes in home prices (see NBP 2013 for more empirical details). 

In the medium term, the capital inflow to the residential construction 

sector pushes the cost of capital down to the level of the minimum average 

cost (long-term cost). As a result, the supply curve will become even more 
                                                           
5 The price elasticity of supply is explained theoretically by Levin and Pryce (2009) and 

estimated for different countries by Phang, Kim and Watcher (2010) and by Sanchez and 

Johansson (2011). 
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flexible, as new real estate development companies will enter the market, 

while the existing ones will increase their production. However, if supply 

rises too much, the average cost will rise as a result of the negative scale 

effects (infrastructure, costs of transport, materials, land, etc.). 

Moreover, real estate developers often fund their operations using 

financial leverage, which changes their profitability indicators, as increased 

production financed in this way offsets the growing unit costs. In some 

countries, it is possible to finance construction with buyers’ pre-payments, 

enabling developers to save the equivalent of interest they would have to 

pay on the loan, thus increasing the return on investment. Therefore, due to 

higher prices, the supply of development contracts may be more flexible in 

the short-term than suggested by marginal costs. 

In the long term, supply of housing will be more flexible thanks to a 

wider range of possibilities of increasing production. The whole economy 

will be a subject to structural adjustments aimed at adjusting the supply of 

housing to meet the society’s needs6. 

 

3.1 Real and virtual supply curve 

As in most productive sectors, the supply curve is affected by 

marginal costs and the price. Firms involved in home construction have 

generally in place similar, standardized construction methods, so that the 

                                                           
6 It is worth noting that the economy may be subject to erroneous, socially expensive and 

excessive adjustments made to match new housing supply with demand. We have observed 

this recently, for example in Spain. Too many factors of production (capital and human 

resources) were transferred to the real-estate development sector, which generated huge 

costs:  a high vacancy rate and mismatches in the labour market. 
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aggregate supply curve is the sum of supply curves of individual real estate 

developers. We can determine two supply curves: the virtual and the real 

one. 

The virtual supply curve (V) is the result of real estate developer’s 

calculation of future return on investment. This calculation is an estimate 

based on current housing prices, cost of materials and labour. In contrast to a 

manufacturing firm, which has a fixed capital stock and an optimal 

production level above which costs rise substantially, the real estate 

developer relies on outsourcing of construction services and buys a lot of 

production factors in small batches. For this reason, the individual cost 

curve is flat and rises with a considerable delay (see Figure 4, left-hand 

panel). The real estate developer usually operates as a holding, which allows 

it to create a special purpose vehicle to start new investment projects. 

Furthermore, the number of housing units in a particular location can 

be adjusted to meet the current market needs. Its supply is limited by the 

access to capital generated by the stock and bonds market and by loans. We 

should also mention another restriction in the form of a limited number of 

qualified people who can conduct the construction process and the 

availability of production factors. Consequently, real estate developers 

supply curve (S) will be less inclined. It will move to the left, if the real estate 

developer expects the cost of land, materials and labour to increase or the 

diseconomy of scale starts to emerge. 

Furthermore, the real estate developer can continue a project that was 

already started and then stopped, should demand increase. In this case, the 

supply curve of the developer is virtual and subjective as it is based solely 

on self-estimates and usually does not take into account the behaviour of the 

competition. 
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calculation of future return on investment. This calculation is an estimate 

based on current housing prices, cost of materials and labour. In contrast to a 
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production level above which costs rise substantially, the real estate 

developer relies on outsourcing of construction services and buys a lot of 

production factors in small batches. For this reason, the individual cost 
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Furthermore, the real estate developer can continue a project that was 
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Figure 5 The virtual and actual supply curve (left-hand panel) and changes in 

the market in response to rising demand (right-hand panel) 

 

The real supply curve (F) of the entire development sector reflects the 

actual changes in investment profitability, taking into account diseconomies 

of scale and increasing costs of production factors, when production reaches 

too high levels. For example, real estate developers will buy less attractive 

plots of land and will have to adapt them to meet the actual needs or will 

have to pay more for work and materials. This gives a curve that shows how 

flexible the response of demand to housing prices is. However, its 

importance at the planning stage seems to be limited to the individual 

developer. It will play a major role in the final phase of the project and will 

determine the number of housing units that are currently being constructed. 

If housing prices are stable, growing costs mean that profit margins are 

lower and, consequently, the expected future profits decline and the virtual 

supply curve goes up. This results in the suspension of new investments, 

slowing construction of the existing real estate investments, or even 

abandonment of the current projects. The virtual and the actual supply 

curve is shown in the left-hand panel of Figure 5. Rising demand for 
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housing, as shown in the right-hand panel of Figure 4, as a shift in the 

demand curve to the right (from D to D'), will urge real estate developers to 

increase housing production. As a result of rising factor prices and the 

negative scale effects (average costs of production factors begin to grow), the 

real cost of production of such a large number of dwellings is higher (see 

curve F) and exceeds the price that consumers are ready to pay. This, in turn, 

creates a surplus in the housing market. We would like to mention that 

housing developers have tools to cover excessive costs, as they apply price 

discrimination during the selling process. As described in Łaszek and 

Olszewski (2014), they offer each housing unit to every buyer at his own 

reservation price, thus obtain a higher profit than they would obtain under 

perfect competition. 
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4. Aggregate demand and supply estimation 

In this last chapter we investigate empirically the aggregate demand 

supply and price adjustment process in the primary housing market. 

Because the annual time series are rather short, we use quarterly data7. As 

the quarterly data shows seasonality and also is more prone to short-term 

shocks that we do not model here, we use the moving average over four 

quarters. We base on the previously described model and the housing stock 

adjustment literature (see Mayer and Sommervoll, 2000 and Steiner, 2010). In 

aggregate terms there is an equilibrium housing stock level, corresponding 

to a specific price level. If, for some reason, the demand for the housing 

stock increases, there is a mismatch between demand and supply and prices 

rise. As shocks are a permanent feature, the market is never in pure 

equilibrium, but it may be very close to it. Following Mayer and Sommervoll 

(2000), we regress the log-levels of housing demand and supply in a given 

period on price changes and also explain the price and construction changes 

by the mismatch between demand and supply. Taking into account the 

previously described model of individual demand for housing space Ht, we 

proceed to the aggregate demand  for housing units. The aggregate 

demand in log terms can be described by equation 1. 

 

Eq. 1.    

 

                                                           
7 The data on house prices origins from the NBP BaRN data base, data on house sales and 

housing put on the market comes from REAS, while the construction costs are based on 

Sekocenbud data. The income data comes from the CSO, while data on interest rates comes 

from NBP. Data on supply, demand, prices and costs as income is in logs. 
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Here Pt is the log house price, D(Pt) is the growth rate of the house price. The 

interest rate ( ) and the income in log terms ( ) are included to 

capture the development of the economy. The empirical analysis (see table 1 

below) confirms that in aggregate terms housing demand depends 

positively on the income, while it declines with price or interest rate 

increases. Moreover, the housing demand increases when prices are on the 

rise, which confirms the herding or speculative behaviour of home buyers in 

the primary market. We want to point out that if price increases at the same 

time as income, both effects annihilate each other. In relative terms, housing 

measured in units of income is as expensive as it was before the price 

increase (see also NBP (2013b) for data on other cities in Poland).  

The next step is the regression of the aggregate housing supply in the 

primary market. Again in line with theory we observe that developers react 

with a lag of one year to price increases, which is captured by  D(Pt-4). If 

prices rise, developers start new construction projects, which they put with a 

one year lag on the market. Increasing construction costs, captured by D(PCt-

4), decrease their will to start new projects as well as increasing interest rates 

(denoted Intratet) do. The higher the interest rate is, the more costly is a loan 

or the higher are the opportunity costs of investing in housing construction. 

Finally, given the high fixed costs, the developer produces a certain amount 

of housing, irrespective of the current prices and construction costs. We call 

this production autonomous (see also Augustyniak et al. 2012). 

 

Eq. 2.    

 

The price setting behaviour of the real estate developer is captured by 

equation 3. First, it turned out that the house price depends strongly on its 
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past level, thus also the current price growth rate D(Pt) depends on its past 

growth rate D(Pt-1). As the literature on housing cycles shows (see for 

example Bracke, 2013), there are long periods of price growth and even 

longer periods of price decline. The developer adjusts the price also to the 

mismatch between current demand and supply (denoted HSt-1 – HDt-1), that 

is under excessive demand he increases the price (see Tse Ho and Ganesan, 

1999).  

 

Eq. 3.     

 

We tested whether there is asymmetry in the price adjustment and found 

that the price increase in response to excessive demand is as strong as the 

price decline in response to excessive supply. In the case of oversupply, the 

developer lowers his price expectations slowly, hoping to find a buyer who 

is willing to pay the price. This has been observed in the Polish real estate 

market but also in other international markets in the recent years. Even 

though a fast price decline would allow the market to clear and reach the 

equilibrium faster, developers are not willing to lower prices too fast. 

Typically, developers have price expectations and are ready to wait for a 

client who is willing to pay their price8. Also when the construction is 

financed with a loan, the loan agreement may prevent the developer from 

lowering prices below a certain threshold. The buyer can negotiate the price, 

yet has a small amount of information and little bargaining power9. In 

                                                           
8 Compare the offers presented in Figure 4 in NBP (2013). 

9 There is a strong asymmetry of information, the developer can put a smaller number of 

housing units on the market to create the appearance that housing is a rare good. The 
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consequence, the price remains high and even though there is excessive 

supply, other developers continue to deliver housing to the market. 

The last important factor which affects housing construction are 

construction costs, which we estimate in equation 4. We observe that 

construction costs, similar to house prices, tend to depend strongly on their 

past realization. Moreover, increases in supply require more input goods 

and rise production costs. 

 

Eq. 4.    

 

We estimate each equation separately using the OLS regression, correcting 

for heteroskedasticity and autocorrelation. The estimation is run on 

quarterly data, and due to the limited data length the regression 1 covers the 

period 2004Q2-2013Q4, regression 2 the period 2005Q1-2013Q4, regression 3 

the period 2008Q1-2013Q4 and regression 4 the period 2004Q3-2013Q4.  

  

                                                                                                                                                                   
housing developer has also marketing tools to convince the client that housing is worth as 

much as expected by the developer. 
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Table 1. Regression results of the determinants of aggregate supply, 

demand, prices and production costs. Each regression estimated separately 

with OLS. 

 HD_t HS_t D(P_t) D(PC_t) 
P_t -0.889 ***    
 (0.180)    
D(P_t) 7.456 ***  0.823 ***  
 (1.395)  (0.074)  
D(P_t-4)  9.300 ***   
  (1.841)   
Intrate_t -8.733 * -16.558 ***   
 (4.932) (6.105)   
Income_t 0.780 *    
 (0.396)    
D(PC_t-1)    0.894 *** 
    (0.087) 
D(PC_t-4)  -13.160 **   
  (2.102)   
D(HS_t-1)    0.023 ** 
    (0.009) 
HS_t-1 – HD_t-1   -0.033 ***  
   (0.009)  
C 9.828 *** 9.062 *** 0.001 -0.001 
 (2.222) (0.345) (0.002) (0.001) 
Adj. R^2 0.82 0.73 0.72 0.92 
Newey-West HAC standard errors in brackets, ***, **, * significant at the 1%, 5% or 10% 
level. 

 

The four equations can be used to explain the dynamics in the housing 

market. We see that persistent low interest rates or increasing wages trigger 

a demand boom, that is followed by a price increase and supply boom. Due 

to the appreciation effect and also because with rising income relative house 

prices remain stable, the housing boom period can last for a quite long 

period. It will be stopped only by a shock, such as the sub-prime crisis in the 

USA, which made banks slow down the disbursement of loans. 
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The model helps to explain the price dynamics and the number of real 

estate transactions in the primary market. It suggests that the only way to 

achieve a market equilibrium and ensure small fluctuations around this 

point, is to stabilize and control demand, among others by slowing down the 

credit boom. Such a strong demand boom would probably not be possible in 

Poland, should only zloty denominated loans be granted. Moreover, the 

regulations related to the existence of the government-subsidized housing 

scheme sustained the demand (see: NBP, 2013). If, however, a programme 

aimed to support the rental housing market was introduced, the demand 

shock caused by rising incomes and low interest rates could be limited. Still, 

there is the secondary market and it is important to consider this market in 

the analysis of housing policy. We refer to Augustyniak et al. (2014) and 

NBP (2013b) for a detailed discussion on housing polices for the secondary 

housing market. 
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5. Summary 

We present a relatively simple model that helps to understand the 

cyclical nature of the housing market. After calibrating the model to the 

primary housing market in Warsaw, we show how changes in interest rates 

affect the demand. Moreover, the model shows how demand shocks affect 

housing production and  prices, and can lead to repeating housing cycles. It 

may be concluded that only the reduction in demand, for example, by 

prudential regulations limiting the availability of loan-financed housing can 

help to smooth out the cycle in the primary housing market. 

An important assumption of the model, motivated by empirical 

observations, is that the primary housing market is in constant dis-

equilibrium. Delayed adjustments of supply to the continuously changing 

demand lead to permanent cycles. We wish to emphasize that the 

equilibrium assumption, on which most of the known housing models are 

based, gives erroneous results and misleading indications for decision 

makers. We believe that our model is useful for policy makers, central banks 

and regulators to analyse and understand the impact of various factors  in 

the primary housing market. 
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Abstract  
We analyse the determinants of house prices in the primary and 

secondary market of 17 largest cities in Poland during the 2002-2013 period. 

We find that prices are driven by economic fundamentals, such as income 

growth or rise in employment. Prices in the secondary market react to 

increases in the loan availability, that was driven by low interest rates 

resulting from FX denominated housing loans that were granted since 2006. 

This finding does not hold for the primary market, which is to a large extent 

financed with cash. We confirm empirically that the house appreciation in 

the past period has a strong effect on the current price, which confirms 

herding behaviour in the housing market. Another finding is that the 

secondary market has a stronger effect on the primary market than the other 

way around. This means that housing demand is satisfied in the first place 

from the secondary market, and if prices rise, potential buyers go to the 

primary market. Finally, we find that price increases in Warsaw spill over to 

the local markets of 16 regional cities. This finding is consistent with the 

contagion theory in the real estate market, according to which price 

increases in the centre lead to price increases in the periphery. 

 

Key words: housing market, house prices, primary and secondary 

market, spillover effects 

JEL classification: E21, R21, R31 
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1. Introduction 

Growth in home prices in the primary and secondary market is the 

subject of continuous interest of central banks and regulators, as it rapidly 

translates into changes in real estate construction, drives housing cycles (see 

Augustyniak et al., 2014a) and generates risk for the banking sector. The 

recent international financial crises resulted from a housing boom and bust 

in the US and the lesson that everybody has learned is that housing is of 

paramount importance for households and the financial system, thus also 

for the whole economy. The stiffness of supply in short term can cause price 

shocks and also create bubbles. Mortgage loans constitute the largest liability 

of households and also a major asset of banks. Even though only a small 

fraction of housing is traded at a given time, it affects the price of the whole 

housing stock. During a price boom households and banks are willing to 

accept high loans. However, during a price bust the loan value can exceed 

the collateral, which can cause problems to the stability of the financial 

system.  

Our study focuses on determinants of the average price1 of a square 

meter of housing in Poland’s 17 largest urban markets in the 2002-2013 

period. The housing market is of high importance for the economy, and the 

17 largest cities account for around 40% of housing loans issued in Poland. 

In 2013 around 30% of the total number of housing units (all types of 

housing) was delivered in this largest markets, and among those completed, 

                                                      
1 Dwellings in the primary and secondary market display differences in terms of build-

ing technology, quality of finishing, as well as in location, thus it would be optimal to use 
the hedonic price, which accounts for the heterogeneity (see Widłak, 2013). However, such 
an analysis requires very detailed data that have been collected in the NBP BaRN data base 
since 2006 Q3 only. If we limited the analysis to the period commencing practically in 2007 
we would not be able to capture the behaviour of prices during the period of price stability, 
that is, in the years 2002 - 2005. 
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nearly 80% were produced by housing developers. Further on, those cities 

constitute the largest labor market, are the regional capitals of the 

voivodeships and also a significant part of GDP is created in those cities.  

The aim of our analysis is to determine which economic variables 

explain the growth in home prices in the primary and secondary market. We 

analyse factors that affect the demand for new and existing housing in the 

largest cities  in Poland, using the findings presented in Andrews (2010) and 

Igan and Loungani (2012), Cameron et al. (2006) and also the results of the 

analysis of the convergence and differentiation of regional housing markets 

and structural changes in Poland presented in Baldowska et al. (2014).  

The analysis of the Polish housing market (see NBP, 2013 and 

Augustyniak et al., 2014b) indicates that there is a high demand for owner 

occupied housing. The desire to own housing has two main reasons. Renting 

is quite costly, as in many cases the loan instalment can be even lower than 

the rent and when the loan is paid back, the owner keeps the house forever. 

Secondly, there are investment motives, because housing is not only a 

durable consumer good but also an investment good (see Łaszek, 2013 for a 

detailed discussion). The desire to own housing can be only satisfied, if the 

household has enough income to accumulate the down payment and to 

cover the loan instalments and expects that it will receive income in the 

future.  

The housing demand analysis has a long tradition and we refer to 

Andrews (2010), Igan and Loungani (2012) and Augustyniak et al. (2014a) 

for a discussion of theoretical models and empirical results. Factors that 

increase housing demand are high income and/or low interest rates, that 

lead to lower loan instalments. Moreover the average unemployment rate is 

a good proxy for the overall performance of the economy. A falling 

5 
 

unemployment rate indicates that the economy is booming and makes 

people more optimistic. As concerns the investment demand, the 

appreciation of housing (change of prices from period to period) makes the 

buyer to speculate that prices will rise further (see Augustyniak et al., 

2014a,c). The long memory of house prices was confirmed empirically by 

Andre et al. (2013), who performed a cointegration analysis of house prices 

among countries in the euro area. Andrews (2010) finds in an international 

analysis of house prices that the preferential tax treatment of house owners 

adds to the demand shock. The abovementioned factors increase the 

demand for housing, which under fixed supply in the short run leads to 

house price growth and we formulate the following research hypothesis. 

Research hypothesis 1: House prices in the major markets in Poland 

are determined by fundamental economic determinants and also depend on 

herding behaviour. 

Housing demand can be satisfied with housing from the primary or 

the secondary market and the consumer choice is determined by price 

differences and housing availability. The market mechanism, which is 

described in detail in Augustyniak et al. (2014a), is as follows. First, buyers 

try to obtain housing from the secondary market, which is usually cheaper. 

In the secondary market there is a given amount of housing put on the 

market, for example, because people want to move or because they want to 

up-size or down-size their housing. If housing demand increases, the supply 

in the secondary market starts to disappear, yet other households, who did 

not enter the market so far, become interested in selling their house. Some 

who had a smaller house decide to sell it and to buy a new, bigger one. At 

some point the excess demand can be satisfied only from the primary 

market. But as supply in the primary market is quite rigid in the short run, 
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prices start to rise. Real estate developers observe rising prices and start to 

increase the production of new housing and start to sell more pre-sale 

contracts2. The price depends on the construction costs and the profit margin 

of the developer. We observe interactions between the two markets, 

investigate them empirically and formulate the second research hypothesis.  

Research hypothesis 2: There are strong relations between the 

primary and secondary housing market in Poland. 

Recent empirical studies find a contagion effect in the housing 

market, which means that price increases in one location spill over to other 

locations. Examples of such studies are Ferreira and Gyourko (2011) for the 

US, Fry (2009) for the UK and Vansteenkiste and Hiebert (2011) or De Bandt 

et al. (2010) for the world housing market. Andre et al. (2013) provide a rich 

overview of the empirical work on the comovement of house prices in 

different regions. Spillovers can be observed also at the city level, as the 

recent research for the Warsaw market by Waszczuk (2013) and Widłak et al. 

(2014) shows. DeFusco et al. (2013) use micro-data for the US and find that 

the dynamics are stronger during the boom period than during the bust 

period and the price impulse is stronger from large markets than from 

smaller markets. Dittmann (2013) analysed this question for Poland and we 

perform a similar analysis using a longer data set. We formulate the third 

research hypothesis. 

                                                      
2 Housing pre-sale contracts are common in Poland and Asia (see Chang and Ward, 

1993), while they are less common in Western Europe. According to Augustyniak et al. 
(2014c, p.2) „Such solutions increase the support elasticity, shorten the cycle and reduce the 
amplitudę of fluctuations. This helps the supply side to respond faster to strongly rising 
demand, yet, it involves certain risk. The advantage for clients is that they buy housing at a 
fixed price, thereby financing the real estate developer’s project. Consequently, the develop-
er can continue construction without the need to borrow funds. Yet, the buyer bears the risk 
of the developer’s bankruptcy. On the other hand, the producer of housing will not be able 
to increase home prices in the future, along with rising prices or costs.” 

7 
 

Research hypothesis 3: There are spillover effects from changes in 

house prices in the capital city to changes in house prices in other major 

cities. 

The remainder of the paper consists of the empirical analysis. In 

chapter 2 we analyse the primary and secondary market, determine the 

interactions between those two markets and also search for a spillover effect 

of price rises in the Warsaw market, that spread to other local markets. 

Section 3 discusses the main results. 
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2. Empirics 

We use the results from the literature, presented in the introduction as 

a starting point for our empirical analysis. According to the mainstream 

literature prices of new housing should be affected by structural factors (i.e. 

the number of new marriages per 1 000 inhabitants, migration, the ratio of 

the productive-age population to post-productive age population, etc.) as 

well as economic factors (income growth, unemployment, loan availability). 

The analysis of transaction prices of housing in the primary and secondary 

market of 17 cities in Poland is based on annual data for the years 2002-

20133. The analysis takes into account the relatively stable period in the 

housing market (2002-2005), the housing boom period (2006-2008) and the 

market’s slow return to its equilibrium (2009-2013). Due to data limitations 

this is the longest period that we can analyse, but it captures at least a full 

real estate cycle and gives a good picture of the determinants of price 

changes in the residential market. In 16 largest cities the primary market 

prices are higher than the secondary market prices, while the opposite is 

true for Warsaw. For presentation purposes we present the CPI deflated 

house prices in the primary and secondary market in the six biggest cities on 

graph 1. Usually new construction is of better quality than the existing 

housing stock, it is more energy efficient and has many amenities, such as 

parking space under the building or elevators. It also can be directly used 

without the need of a general refurbishment. However in the case of 

Warsaw most of new construction took place in parts of the city that are 

rather distant from the city centre and which initially lacked a well-

developed cultural, educational and transport infrastructure, thus potential 
                                                      
3 Transaction prices of housing for the years 2006-2013 are from the BaRN database 

(primary and secondary market). Prices in the period 2002-2005 were extrapolated on the 
basis of primary market  offer price growth coming from the PONT Info database . 
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buyers were willing to pay less than for the existing housing stock. 

According to the estimates presented in NBP (2013), in the regional cities 

approximately around one third of transactions in the housing market took 

place in the primary market, while two-thirds took place in the secondary 

market. This results from the lower prices but also from the much higher 

supply of housing in the secondary market. 

In graph 2 we present the main determinants of house prices for the 

Warsaw housing market, that is the unemployment rate, credit costs, 

construction costs and wages. The data shows us that during the whole 

period wages were rising, while the price boom was preceded and 

accompanied by a falling unemployment rate and falling credit costs. As a 

result of the housing boom, the constructions costs started to rise, but 

declined slowly after the boom faded out after 2008. 
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of the data suggests to use the abovementioned fundamental variables to 

explain the house price movements in the local markets. Our empirical 

model draws on the metropolitan area house price model of Jud and 

Winkler (2002), the abovementioned empirical literature and the detailed 

analysis and description of the housing market in Poland, presented in 

Baldowska et al. (2014). We express the demand for housing Qd as a 

function of the following determinants: 

 

Qd = f(price, wages, loan availability, economic conditions) 

 

while the housing supply Qs is expressed as: 

 

Qs = f(price, construction costs, profits, local determinants) 

 

Because demand has to equal supply in equilibrium, we can join the two 

equations and obtain the determinants of the house price: 

 

P=f(wages, loan availability, economic conditions, construction 

costs, profits, local determinants).  

 

We modify the equation in line with the analytical housing demand 

model presented in Augustyniak et al. (2014a) and include the lagged price 

to capture the effect of housing appreciation on housing demand. 

We chose the explanatory variables basing on the previously 

discussed empirical literature and the detailed statistical and graphical 

analysis of house prices and their drivers in the Polish house market 

presented in detail in NBP (2013). As a detailed analysis of the above 

11 
 

mentioned house price determinants by Baldowska et al. (2013) shows, a 

considerable part of these variables follows an upward trend only, rather 

than to display fluctuations likely to explain the ups and downs in prices 

and the boom period in the housing market. Moreover, some time-series 

show a strong collinearity. If those variables were included, they would lead 

to spurious regressions. After running numerous regressions, we decided to 

include the following explanatory variables: lagged price, average wages in 

the enterprise sector, the unemployment rate, the loan availability, weighted 

interest rate and construction costs4. All monetary variables are deflated 

with the CPI in order to exclude the inflation trend. For each market, we use 

local explanatory variables.  

In all the regressions we use the logarithms of the above-mentioned 

variables, which helps us to capture the non-linear relationships between 

price changes and the explanatory variables. As a theoretical model of house 

prices in Augustyniak et al. (2014a) shows, there are important nonlinear 

relationships between house prices and fundamental variables that need to 

be accounted for empirically. We apply the fixed effects regression method5 

with robust standard errors (bootstrapped 1 000 times).  

                                                      
4  The loan availability is calculated under the assumption that loans denominated in 

zloty and in foreign currency were granted during the period 2005-2011, whereas in the 
remaining years only zloty denominated loans were granted. 

5  The choice of the fixed effects regression model has theoretical foundations. This 
method is used when the selected sample is not a random, but represents the entire popula-
tion. Moreover, the economic analysis of individual markets, presented by Baldowska et al. 
(2014), shows that each market has a unique character, which practically does not change 
over time. The fixed effects method makes it possible to exclude this fixed element which is 
impossible to detect with any of the included explanatory variables, and would be errone-
ously attributed to the error term of the model. We also run the Hausman test. It showed 
that the random effects model can be used, however, the results of this test can be consid-
ered reliable only if a much bigger number of observations (at least 20-30 observations in a 
time-series) is present. 
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We are aware of the problems that the fixed effects regression can 

cause in dynamic panels (see Kiviet, 1995 and Flannery and Hankins, 2013). 

We therefore also applied the bias corrected least squares dynamic panel data 

estimator proposed by Bruno (2005).  We found that the regression results are 

nearly identical to the FE ones, thus we stayed with the FE regression. We 

also tested the Bruno estimator, including time dummies. In this case we 

face the problem that interest rates or construction costs, which are identical 

for all cities, drop out of the regression. It is crucial to capture the effect of 

the interest rate and the construction costs separately, therefore we had to 

skip the time dummies.  

Home prices and most explanatory variables are non-stationary, yet, 

the Pesaran test (2004) shows that the error terms are not correlated and we 

find that the error terms are stationary. This allows us to conclude that the 

regression models are correctly specified. The tests are repeated for every 

specification that is presented in this paper. 

The empirical analysis is divided into three units. The first and 

second deal with the primary market and secondary (existing) market 

analysis, respectively. In the third part we explain prices in the primary 

market using data from the secondary market and vice versa. We also 

investigate the price spillover effects from the Warsaw market to other local 

markets.  

 

2.1 Analysis of the primary market 

In the first regression, we explain the transaction price per square 

meter of housing with its lagged price, the rate of unemployment, building 

costs and the average wage in the enterprise sector. All explanatory 

variables are significant at the 1 percent level and the regression seems to be 

13 
 

well specified. We find that the current price depends on the past price with 

an elasticity of around 40 percent. This finding confirms the hypothesis that 

the appreciation of housing adds to housing demand. A decline in the 

unemployment rate, thus growth in employment leads to higher housing 

demand that translates into a rising house price. The elasticity of price 

changes in response to changes in the unemployment rate is of around -30 

percent and the parameter is highly significant. Increases in real wages have 

a strong positive effect and their elasticity is around 70 percent. Moreover, 

we included the growth rate of construction costs. Because construction 

costs depend on the lagged construction level and its price there might be an 

endogeneity problem. We therefore use the first differences of the 

construction costs instead of its levels and we find that developers ask for 

higher prices if construction costs increase.  

In regression (2) we add to the core model (1) the weighted interest 

rate6 for housing loans, which determines the loan cost. All the core 

parameters remain the same, but the interest rate does not have any effect on 

the price level. In order to analyse the potential effect of loans we include the 

available loan in regression (3). This variable is directly constructed from the 

income and the weighted interest rate, thus we need to drop those variables 

in this regression. Contrary to our expectations, the loan availability has no 

effect on house prices in the primary market. During the bust period interest 

rates remained low and wages continued to increase, but banks slowed 

down loan disbursements and house prices started to revert to pre-boom 

levels slowly. We could expect that the loan availability has the same 

positive impact as wage increases have, but it turns out to be insignificant. 

                                                      
6 The interest rate is the weighted sum of the PLN and FX loan interest rate, weighted 

by the quarterly volume of loans in domestic and foreign currency. 
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Housing in the primary market is bought at least to some extend with cash 

(either from savings or from selling another dwelling, see NBP 2013), 

therefore the loan availability seems to be less important. Interestingly, in 

this specification the past price has an even higher effect on the current 

price. One possible explanation is that banks were giving out loans basing 

on positive expectations as concerns house price movements. The second 

explanation is that when the interest rate increased (especially in the boom 

period) people took their loans for longer and longer periods, i.e. for 25 or 30 

years instead of 20 years. This extended repayment period allowed 

households to keep quite low monthly instalments even though interest 

rates were rising. Another explanation is the fact that developers adjusted 

prices downwards much slower than they increased them. Therefore, rising 

interest rates did not lead to strong price declines and therefore they turn 

out to be insignificant. In all other modifications of core model (1) the 

interest rate turned out as unimportant.  

We also present modifications of the second model in which we use 

the growth rates of some variables instead of their levels. When we 

substitute the unemployment rate with its growth rate (regression 4), the 

results do not change much. However, we observe that the lagged price has 

a higher coefficient 0,66 and also reacts stronger to growing construction 

costs (coefficient of 0,85). One conclusion is that the unemployment level has 

a stronger effect on house prices than its dynamics have. Finally, we 

substitute the wage levels with their growth rate (regression 5) and rerun the 

regression. While the lagged price, unemployment level and credit costs 

have the same effect as in regression (2), the growth rate of wages has 

basically no effect on prices. Most likely the fluctuations of wages have no 

15 
 

effect on the market as potential buyers focus on the general wage 

movements and base their expectations on them. 

  

Table 1.  Regression results for the primary housing market in 17 cities, 2002-2013 

L_price_prim (1) (2) (3) (4) (5) 

L_price_prim 

L1 

,3819*** 

[,1017] 

,4001**** 

[,1044] 

,5488*** 

[,0583] 

,6689*** 

[,0488] 

,5422*** 

[,0802] 

L_unemployment -,3350*** 

[,0693] 

-,3168*** 

[,0711] 

-,3409*** 

[,0574] 

 -,3592*** 

[,0698] 

L_unemployment 

D1 

   -,2084*** 

[,0480] 

 

L_constr_costs 

D1 

,4266*** 

[,1691] 

,4671*** 

[,1780] 

,2777* 

[,1692] 

,8525*** 

[,1435] 

,3071 

[,2109] 

L_wages ,7023*** 

[,2026] 

,6997*** 

[,1703] 

 ,7499*** 

[,1943] 

 

L_wages 

D1 

    ,0107 

[,4232] 

L_credit_costs  -,0315 

[,0766] 

 -,0739 

[,0651] 

-,0346 

[,0699] 

L_loan_availability   ,1525 

[,0948] 

  

constant 0,1815 

[1,1286] 

,0708 

[1,0060] 

2,4835* 

[1,3853] 

-3,0822** 

[1,2656] 

-,0346 

[,0699] 

No. Obs. 187 187 187 187 187 

R-sq. within 0,8735 0,8739 0,8643 0,8628 0,8624 

between 0,6240 0,6373 0,7675 0,8242 0,7920 

overall 0,7503 0,7585 0,8176 0,8445 0,8344 

Level of significance: 10% - *; 5% - **; 1% - ***; robust standard errors in brackets. 

 

The analysis of the price determinants in the primary market leads us 

to conclude that house prices depend on the past price, thus the housing 

appreciation has an impact on housing demand. Moreover, the 
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unemployment level has a negative effect on house prices, while they rise 

with the wage level. These findings seem to confirm that fundamental 

variables have a major impact on house prices and that buyers form 

expectations on past prices. The loan availability or the cost of credit 

measured with the weighted interest rate does not have any impact on 

prices. While this is quite counterintuitive, it might result from the fact that a 

significant share of primary market housing is bought with cash, thus loans 

might be relatively less important. Finally we observe that rising 

construction costs make developers increase prices and to transfer the higher 

costs to the buyers. 

We also perform an analysis of the actual observed prices and 

predicted prices in individual cities, which confirms that the model is well 

specified (graphs 3-6). To improve the visibility of the results, we divide the 

cities into eight large and nine smaller ones7. The fit is quite good in most 

cities and only in the case of Katowice we observe a significant shift between 

actual and predicted data (see graph 6). Katowice is a quite small market in 

the whole Silesian agglomeration, shows a very high average wage level and 

a low unemployment rate. The city has a large housing stock in relation to 

its inhabitants. Many people who work in Katowice live outside of the city. 

The housing demand in the city is well satisfied and therefore the real 

housing demand is lower than the predicted one. In consequence the house 

price in Katowice is overestimated, if we base it on macroeconomic 

                                                      
7  The division was based on the number of inhabitants in a particular city. "Large" 

cities, i.e. with population exceeding 400 thousand inhabitants include: Gdańsk and Gdynia 
(as one big market), Kraków, Łódź, Poznań, Szczecin, Warsaw and Wrocław. The group of 
"small" cities, i.e. with population of less than 400 thousand inhabitants include: Białystok, 
Bydgoszcz, Katowice, Kielce, Lublin, Olsztyn, Opole, Rzeszów and Zielona Góra. 

17 
 

fundamentals. We also tried to run regressions 1-5 without Katowice but the 

results do not alter significantly in the remaining cities. 
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Graph 4 Error and real data for Mod-
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Graph 5 Predicted and actual observa-
tions for Model (1) for „big cities” 

Graph 6 Predicted and actual observa-
tions for Model (1) for „small cities” 
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the current price depends positively on the lagged price with an elasticity of 

around 50 percent. The arising unemployment level decreases price levels 

with a parameter of around -0,3 while they rise with wages. Surprisingly, 

the growth of construction costs has a significant impact on house prices in 

the secondary market, too. One possible explanation is that if construction 

costs in the primary market rise, consumers tend to substitute primary 

market housing with cheaper housing from the secondary market. This 

pushes secondary market prices upwards. 

We extend the model and include the cost of credit in regression 7. 

While the remaining parameters do not change significantly, the cost of 

credit has a significant negative effect on house prices. This finding is in line 

with the fact that a large share of secondary market housing is financed with 

a loan. Rising interest rates make loans more costly and less available and 

therefore curb the price growth in the secondary market. 

In all specifications the current price depends a little bit stronger on the 

past period price than it happens in the primary market. This finding can be 

explained in the following way. On the primary market supply is quite 

inelastic, thus increasing demand leads to strong price increases. On the 

secondary market, as prices rise, more and more people decide to put their 

house on the market. This way supply is more elastic than in the primary 

market and the price increases slower.  
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Table 2. Regression results for the secondary housing market in 17 cities, 2002-2013 

L_price_sec (6) (7) (8) (9) (10) 

L_price_sec 

L1 

,5166*** 

[,0451] 

,5794*** 

[,0469] 

,6190*** 

[,0309] 

,7741*** 

[,0295] 

,6504*** 

[,0369] 

L_unemployment -,3047*** 

[,0483] 

-,2309*** 

[,0504] 

-,2716*** 

[,0530] 

 -2520*** 

[,0587] 

L_unemployment 

D1 

   -,1909*** 

[,0318] 

 

L_constr_costs 

D1 

,5587*** 

[,1598] 

,7091*** 

[,1511] 

,4811*** 

[,1488] 

,8776*** 

[,1216] 

,5947*** 

[,1847] 

L_wages ,3642** 

[,1459] 

,3725*** 

[,1232] 

 ,3610*** 

[,0865] 

 

L_wages 

D1 

    ,1019 

[,3655] 

L_credit_costs  -,1461*** 

[,0390] 

 -,1542*** 

[,0300] 

-1405*** 

[0409] 

L_loan_avaliability   ,2218*** 

[,0507] 

  

constant 1,6398 

[,9936] 

1,1719 

[,8312] 

,8552 

[,7819] 

-,7481 

[,5535] 

3,5848*** 

[,3701] 

Nr. Obs. 187 187 187 187 187 

R-sq within 0,8990 0,9067 0,9010 0,9032 0,9042 

between 0,7494 0,8044 0,8084 0,9472 0,8950 

overall 0,8384 0,8672 0,8612 0,9180 0,9007 

Level of significance: 10 % - *; 5 % - **; 1 % - ***; robust standard errors in brackets. 

 

The graphical analysis of the predicted and actual observations as well as the error 

terms, presented in graphs 7-10, indicates that the model for the secondary market 

is well specified and suitably explains the price changes in the local markets. Again 

the results for Katowice are overestimated and the same explanation as for the pri-

mary market applies. Moreover, the prices for Bialystok, Lublin and Kielce are sys-

tematically underestimated. Those cities have a very high unemployment rate and 

quite low official wage levels. We assume that there is a significant share of people 
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who work unofficially or work in larger cities or even abroad and buy housing with 

a salary that is higher than the city average. Another important factor is the unoffi-

cial trade with eastern countries, which boosts the income of people who live in 

those cities.  

 

Graph 7 Predicted and actual observa-
tions for Model (6) – Secondary market 

Graph 8 Error term and actual observa-
tions for Model (6) – Secondary Market 

  

Graph 9 Predicted and actual observa-
tions for Model (6) for „big cities” 

Graph 10 Predicted and actual observa-
tions for Model (6) for „small cities” 
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2.3 Interdependence between the primary and secondary market 

and spillover effects 

In the third section of this paper we investigate the mutual 

interdependence between the primary market prices and secondary market 

prices (Model 11 and 12). We also analyse the price spillover effects from 

Warsaw to other local cities for both markets (Model 13-16). 

 We use the same set of explanatory variables as in regression 1 and 6 

to explain prices in the primary or secondary market, but add the lagged 

price of the other market. The most important empirical result is that lagged 

prices in the secondary market help to explain the prices in the primary 

market, but it does not work the other way around. This means that price 

signals from the secondary market spread to the primary market. The 

explanation of this result follows the empirical observations of the market 

described in NBP (2013) and also bases on the theoretical model of 

interactions between the primary and secondary market proposed by 

Augustyniak et al. (2014a). Firstly, if demand in the secondary market is 

excessive, at some point the housing demand can be only satisfied with 

newly constructed housing from the primary market, thus its prices increase. 

Secondly, housing developers are able to use marketing techniques to rise 

prices in the primary market above a value that fundamentals could explain. 

On the other hand, when prices in the primary market rise, they have little 

effect on the secondary market. The secondary market is huge and along 

with rising prices more and more owners decide to sell their housing, which 

has a stabilizing effect on price increases.  
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Table 3 Primary Market explained with secondary market and vice versa; Price 
spillover effect from the Warsaw market to other local markets, 2002-2013 
 

L_price_prim (11) -- (13)-W -- (15)-W --- 

L_price_sec -- (12) -- (14)-W --- (16)-W 

L_price_prim 

L1 

-- ,1218 

[,0796] 

,3892*** 

[,0924] 

 -- -- 

L_price_sec 

L1 

,1905** 

[,0973] 

--  ,5240*** 

[,0435] 

-- -- 

L_unemployment -,4246*** 

[,0742] 

-,4793*** 

[,0654] 

-,3345*** 

[,0637] 

-,3050*** 

[,0498] 

-,2823*** 

[,0830] 

-,1291* 

[,0702] 

L_constr_costs 

D1 

,1618 

[,1609] 

,1719 

[,2206] 

,4270*** 

[,1630] 

,5632*** 

[,1607] 

-,1933** 

[,0927] 

-,1499 

[,1491] 

L_wage 1,0109*** 

[,2394] 

1,3322*** 

[,2117] 

,6875*** 

[,1774] 

,3545** 

[,1445] 

,8634*** 

[,1632] 

,7387*** 

[,1264] 

L_price_prim_WAW     ,4713*** 

[,0882] 

 

L_price_sec_WAW      ,7456*** 

[,0740] 

constant -,5003 

[1,5176] 

-2,5321 

[1,5733] 

,2472 

[1,0966] 

1,6583* 

[0,9968] 

-2,1389 

[1,7351] 

-4,0062*** 

[1,2425] 

No. Obs. 187 187 176 176 176 176 

R-sq within 0,8492 0,8419 0,8731 0,9013 0,8637 0,9209 

between 0,4611 0,3499 0,5028 0,6200 0,2340 0,1067 

overall 0,6246 0,5468 0,7264 0,8130 0,6432 0,6734 

Level of significance: 10 % - *; 5 % - **; 1 % - ***; robust standard errors in brackets. 
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Graph 11 Predicted and actual observa-
tions for Model (11)  

Graph 12 Error term and actual obser-
vations for Model (11) 

  

Graph 13 Predicted and actual observa-
tions for Model (11) for „big cities” 

Graph 14 Predicted and actual observa-
tions for Model (11) for „small cities” 

  

Graph 15 Predicted and actual observa-
tions for Model (12)  

Graph 16 Error term and actual obser-
vations for Model (12) 
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higher than in regression 14. As in the case of the primary market the effect of rising 

construction costs is negative, although insignificant. The regression results, meas-

ured with the distribution of the error terms seem to be better for the primary mar-

ket than for the secondary market. 

 

Graph 19 Predicted and actual observa-
tions for Model (15)  

Graph 20 Error term and actual obser-
vations for Model (15) 
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Graph 22 Predicted and actual observa-
tions for Model (15) for „small cities” 
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a proxy for performance of the overall economy, therefore it explains the price de-

velopments in those small cities well.   

 

Graph 23 Predicted and actual observa-
tions for Model (16) 

Graph 24 Error term and actual obser-
vations for Model (16) 

  

Graph 25 Predicted and actual observa-
tions for Model (16) for „big cities” 

Graph 26 Predicted and actual observa-
tions for Model (16) for „small cities” 
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3. Conclusions 

The analysis confirms that transaction prices in the primary and 

secondary market in 17 largest cities in Poland depend on fundamental 

variables such as wages, the rate of unemployment and construction costs. 

Moreover, we confirm empirically that the appreciation of housing has a 

positive effect on the price level in the next period. We conclude that 

appreciation affects the utility function of the household and impacts on its 

optimal decision, which strengthens the theoretical results presented in 

Augustyniak et al. (2014a). 

 We also find that that prices in the secondary market help to explain 

the prices in the primary market, however this relationship cannot be 

inverted. This finding confirms that the demand shock goes first to the 

secondary market and then to the primary market. Potential buyers try to 

find housing in the secondary market first, because it is usually cheaper. But 

if demand exceeds supply, they have to go to the primary market, which 

increases the prices in the primary market. However, price rises in the 

primary market have little effect on the prices in the secondary market. Most 

likely, if prices in the secondary market start to increase, more and more 

owners put their housing on sale, thus supply increases and becomes more 

flexible. This prevents price bubbles in the secondary market.    

Finally, we confirm the existence of a contagion effect of price rises in 

the Warsaw market, that spill over to the other largest cities. As news of 

rising prices in the capital city spread over the country, developers and 

house owners in local markets adjust their price expectations. We find that 

the spillover effect is stronger in the secondary market than in the primary 

one. Intuitively, one would expect that the primary markets, which are often 

operated by the same developers behave similarly. However, it turns out 
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that the price of the secondary market in Warsaw is a good proxy for the 

economic performance of the whole economy. It helps to properly estimate 

the house prices, which in some cases, most likely due to underreported 

wages and unofficial employment, were underestimated. 

Our results should be useful for other countries, both highly 

developed and for those who are still emerging. To our best knowledge this 

is the first study that investigates the quite complicated relationships 

between the primary and secondary market for an Eastern European 

Country, which allows to determine how a demand shock affects different 

segments of the market and shows which fundamental variables have a 

significant impact on the primary or secondary market. The results can be 

especially useful for emerging markets, which are faced with a high demand 

for housing and where the existing housing stock is quite depreciated. The 

results also indicate that the primary and secondary market, which have 

different price and demand determinants, need to be monitored carefully 

and analysed separately.  
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Abstract 

This research investigates the key drivers of European non-listed real estate funds performance. In particular, it seeks to understand the extent to which 

stock-selection, management skills, gearing, fund size, competing asset classes and macroeconomic performance contribute to a fund’s total return. Our 

attribution of fund performance is primarily based on average return data in the markets to which the fund is exposed. Using a proprietary database 

compiled by INREV covering the period 2001-2012, we analyse the performance characteristics of non-listed funds. Tracking fund performance and its 

drivers through the years of rapid expansion of the sector, followed by the sharp contraction during the global financial crisis, allows us to establish whether 

performance drivers have a differential impact during market upturns and downturns. We find that fund performance during the study period was 

predominantly driven by the underlying market and sector exposure of a fund, gearing, fund size, GDP growth, and competing asset classes.   
 

Keywords: real estate, private equity, non-listed funds, leverage, macroeconomic effect 
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1 Introduction 
Alternative investments are recognized for their portfolio diversification properties and their perceived low correlation with 

stock markets. In particular, real estate investments have been gaining popularity over several years and make up a substantial 

portion of institutional portfolios (Georgiev, Gupta, & Kunkel, 2003). Investors looking to gain exposure to underlying property 

assets may look to property investment vehicles such as non-listed real estate funds (NLREFs). 

Investors recognize the benefits of NLREFs and the sector has experienced explosive growth over the last decade (Brounen, 

Veld, & Raitio, 2007). This growth has helped establish NLREFs as a major investment vehicle (Fuerst & Matysiak, 2013). NLREFs 

facilitate cross-border property investments, making it the preferred conduit for investors who are looking for real estate exposure 

outside their home markets (Baum & Farrelly, 2009). 

2 Empirical evidence on individual performance drivers 
While the existing literature on NLREFs is relatively sparse, studies on listed real estate funds or the general fund literature 

can also provide important clues as to the main drivers of non-listed financial performance. The following review discusses each of 

these drivers separately.  

 Fund Size 

An oft-debated topic revolves around the relationship between fund size and performance. Fund size and fund 

performance have been found to be inversely associated in several studies (Chen, Hong, & Kubik, 2004).  Yan (2008) expands the 

research by considering liquidity as a control variable and finds that the negative correlation between fund size and performance is 

more evident among funds that hold less liquid portfolios. Further studies demonstrate liquidity as an important factor in the inverse 

fund size performance relationship (Chanet al., 2009 and Yang, S.-F., & Wu, T.-H. 2012). Lowenstein (1997) postulates that a large 

asset base erodes fund performance because of transaction costs associated with liquidity. Conversely, there are advantages to larger 

funds as well, most significantly, having more resources for research, shared fixed costs and lower expenses (Fredman & Wiles, 

1993). In a similar vein, Latzko (1999) finds that the elasticity of fund expenses with respect to fund assets is significantly less than 1, 

indicating there are scale economies in fund administration.  

 Gearing 

Independent of fund size, fund managers looking to enhance returns will take on some form of gearing. Leverage enhances 

returns by reducing the amount of equity investment required for a particular asset. It allows equity investors to magnify the amount 

of underlying capital and transcend capital constraints to achieve more diversification.  

Furthermore, leverage can minimise agency costs. High gearing can motivate managers to make better investment decisions 

for fear of losing control or reputation given the smaller financial buffer for error (Grossman & Hart, 1982). Leverage can also 

discipline managers since the debt service burden reduces free cash flow and limits managers’ scope to engage in personal pursuits 

(Jensen, 1968). 

On average, real estate debt appears to be significantly higher than is the case for other asset classes. The main reason for 

higher leverage is that the loan is backed by real estate assets as collateral, hence banks are comfortable offering more debt financing. 
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The 2007 Global Financial Crisis drew further research attention to the role of gearing in the underperformance of funds. 

Furthermore, empirical evidence suggested that gearing increased the probability of fund failure, especially in times of financial crises 

(Amoako & Samarbakhsh, 2012). Despite the instrumental role of leverage, there has been limited research on the role of gearing in 

NLREF performance.  

 Data characteristics 

The dataset provided by INREV tracks fund level performance of properties of European NLREFs between 2001 and 2012. 

The dataset includes funds that adopted so-called Core and Value-Added investment styles. The differences in investing styles are 

summarised in Exhibit 1. 

Exhibit 1: Comparison of Core and Value-added Funds 

 Core Value-Added 

Return Objectives 

 Market-level returns 
 Stable rental income 
 Low-moderate risk 
 Returns mainly from rental income 

 Expected moderate market outperformance  
 Returns mainly from capital appreciation 

Property Types 

 Office 
 Retail 
 Industrial 
 Residential  

 Office 
 Retail 
 Industrial 
 Residential  
 May include other property types such as hotel, storage, etc. 

Leverage  Upper limit of 50% LTV  Upper limit of 70% LTV 

Other Investment 
Characteristics 

 Institutional-grade properties, prime locations, 
high-quality design and tenants 

 May involve efforts to increase value by refurbishment 
and/or repositioning 

Source: INREV, Fuerst & Marcato, 2009 

 

Fund return, as defined by INREV, is the return investors receive net of management fees. Annual fund returns in the 

dataset ranged from -80.5% to 62.3%, with a median of 3.7%. The returns are negatively skewed and exhibit leptokurtosis (Exhibit 

2). As in the literature review, the fat tails observed here are likely due to the numerous extreme negative fund returns recorded 

during the Global Financial Crisis.   

In order to preserve the sample size and lessen the influence of outliers, Winsorization was applied to fund returns at the 

1% level on both tails, replacing extreme values with the closest non-extreme observation (Hastings,1947). Winsorization maintains 

the median while shifting the mean closer to the median. 

To understand how fund returns vary, they were segmented by Gross Asset Value (GAV) into four categories: “Small” 

(<€250m), “Small Medium” (>€250m, <€500m), “Medium Large” (>€500m, <€1000m), and “Large” (>€1000m). Fund returns 

increased with fund size – on average, Small funds returned 3.2% while Large funds returned 5.1% (Exhibit 3). This raises the 

question if better performing funds attract more capital or if larger funds indeed perform better.           
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Exhibit 2: Distribution of Fund Returns, 2001-2012  

 
Kurtosis 4.53 | Skew: -1.027 

Source: INREV, Authors' calculations 

Exhibit 3: Fund Returns by GAV, 2001-2012 

 
Source: INREV, Authors' calculations 

Gross Asset Value (GAV) 

Unlisted real estate funds have grown significantly over the period 2001 and 2012, both in terms of cumulative GAV and 

number of funds (Exhibit 4). The Global Financial Crisis had reduced the average GAV per fund, and in 2012 this had yet to 

recover to pre-crisis highs. Diversified funds had a median GAV of EUR 413m, greater than the specialised funds’ EUR 344m. One 

reason is that diversification benefits in real estate can only be realised with larger assets under management because of the large lot 

sizes and capital intensity of property investments. The Median fund size of core and value-added funds were similar; however, there 

were numerous large core funds. While median fund size of low gearing and high gearing funds were similar, larger funds had a 

propensity towards lower gearing. There was also no significant difference in the fund sizes of open-ended and closed-ended funds. 

Exhibit 4: Evolution of Total GAV and Number of Funds, 2001-2012 

 
Source: INREV, Authors' calculations 

 

Gearing 

Gearing, as defined by INREV, measures fund level gearing. The gearing of highly geared funds remained relatively 

constant at around 60%, while gearing of the low geared funds had increased in the run up to the Global Financial Crisis (Exhibit 5). 

The caveat is if underlying asset values had fallen, the equity portion of the capital structure fell and consequently, the level of 

gearing may appear to have increased. An analysis of subgroups of funds reveals that specialized funds had a lower median gearing 

of 31.2% compared to the median of 45.7% of diversified strategy funds. Further decomposition reveals that single sector, multi 

Median     90% Range      Observations 
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country funds had the highest median gearing of 50.7%. Interestingly, single sector, single country funds had the lowest gearing, but 

exhibited the best overall performance.   

As expected, the riskier value-added funds exhibited higher median gearing of 53%. By structure, closed-ended funds had 

almost twice the gearing of open-ended funds. Perhaps, the relative certainty of closed-ended structure gives fund managers 

confidence to take-on more debt, or that banks are relatively more willing to lend. The Median gearing values of Small, Small 

Medium and Medium Large funds were broadly similar. Large funds, however, had a lower median gearing of 38%. The INREV 

dataset tracks annual data and provides the spot gearing levels as of year-end. In theory, the net effect of gearing on fund 

performance for a given year is the result of time weighted gearing levels. Taking into account of gearing levels in the previous 

period, we calculate gearing as the average gearing over two consecutive years: 

 
 

For example, if the gearing for a fund is 20% in December 2006 and 40% in December 2007, the gearing effect on returns 

for the year of 2007 is calculated as the average between the two data points, 30%. As such, in the empirical analysis that follows, the 

gearing discussed is the average level of gearing as defined. 

Exhibit 5: Median Average Fund Gearing 2002 – 2012    

 

Source: INREV, Authors' calculations 
 

Weighted Market Return (WMR) 

To benchmark fund returns against their underlying market performance, a Weighted Market Return (WMR) was 

constructed by aggregating the value-weighted returns of individual sector-geographical specific allocations of each fund in each year.  

As discussed above, outperformance can be attributed on two levels, namely portfolio structure outperformance and stock 

selection outperformance. Hence, the WMR would serve as a benchmark, which, if funds beat it, reveals potential managerial stock 

(property) selection outperformance (Baum A., 2009)1.   

A caveat regarding the comparability of INREV fund returns and WMRs is the potentially different treatment of fees. The 

commercial property market performance measurer, the Investment Property Databank (IPD), measures performance returns only 

taking into account asset-level fees, such as property-management costs. In contrast, INREV fund returns are net of all management 

costs, irrecoverable costs and non-property specific fund management fees.  Consequently, the comparability of the two sets of 

                                                             
1 A full attribution analysis would need to be undertaken in order to establish the relative contribution of the asset and stock selection components. 
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figures may be limited, since the INREV fund returns, on average, would almost certainly be lower given the additional layer of costs 

associated with fund management fees. Nonetheless, the IPD based WMRs still serve as an important fund return benchmark, 

offering valuable insights into fund return dynamics. 

Exhibit 6 shows that mean and median fund returns outperformed their underlying markets over the period 2003-2007. 

However, fund returns during the Global Financial Crisis were significantly more negative than the WMR. As expected, highly 

geared funds exhibited greater volatility. However, it cannot be ruled out that the underlying IPD indices used in the construction of 

WMR suffer from so-called ‘valuation smoothing’ (Brown & Matysiak, 2000), which may overstate/understate the values of 

commercial properties and of the underlying market performance. The percentage of funds outperforming the WMR and Pan-

European IPD index respectively were broadly similar, with more than 50% of the funds outperforming both benchmarks prior to 

the Global Financial Crisis (Exhibits 7 and 8). However, since the Global Financial Crisis, funds' returns appear to have lagged the 

benchmarks. The 2001-2012 average percentage of funds outperforming the WMR was 37%, compared to 41% of funds 

outperforming the Pan-European IPD. This is because WMR outperformance only captures stock level outperformance, while Pan-

European IPD outperformance captures both stock level and portfolio structure outperformance.  

 

  

Exhibit 6: Median Fund Returns and WMR 

 
Source: INREV, Authors' calculations 

Exhibit 7: WMR Outperformance by Year  

 
Source: INREV, Authors' calculations 

Exhibit 8: Pan-European IPD Outperformance by Year  

 
Source: INREV, Authors' calculations 
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3 Panel data analysis of fund returns 
Panel data analysis allows for simultaneous regression analysis of both time-series and cross-sectional research questions. This 

will enable us to identify and track the drivers of individual fund performance over time. More specifically, panel analysis can be 

used to capture the dynamics of fund performance in relation to the overall market. There are various types and functional forms of 

panel data models, including fixed effects and random effects. A primary advantage in employing fixed effects or random effects models 

for panel data is the ability of these models to control for omitted variables. Given the more than likely presence/impact of omitted 

variables this is a major advantage of such models. Fixed effects regression is the model to use when one wants to control for 

omitted variables whose impact will differ between cases, for example, omitted variables having a different impact on investment style 

returns. If we have reason to believe that some omitted variables may have the same constant impact but vary randomly between cases, 

such as investment styles, we would then model random effects. 

We consider both fixed and random effects models for the panel data analysis. Generally, as noted above, fixed effect models 

are used to control for omitted variables between cases, such as the omitted variables having a differential impact on the different 

investment style returns. However, if the omitted variables are assumed to be uncorrelated with all of the observed variables, and 

they have an effect which randomly varies around a constant between the different investment styles, the random effects model would 

be suitable.  

The Hausman test helps ascertain the correct type of model specification in panel data analysis. The fixed-effects model, 

Equation 1, is based on the assumption that all  remain constant over time and coefficients are identical across all funds. As a 

result, the constant term absorbs the unit effects in the model in the following manner:  

 

 

 
A two-way error component model is constructed to investigate fund specific effects and cross section effects, both 

encompassed in the disturbance term. The structure of the fixed-effects model is therefore written as: 

Equation 1 

 

 

 
In the regression equation,  denotes the independent variables that explain the fund return,  for fund i in year t. This 

two-way error component model makes the assumption of unobservable time effects and cross section (individual fund) effects. 

Here, fund-invariant time effects capture period specific effects that are omitted (Baltagi, 2008).  

The annual returns performance analysis considered the following set of variables: 

A. WMR: The weighted market return measures underlying market performance based on fund portfolio selection of 
geographical and sector for a specific year in percentage.  

B. Gearing: The average of gearing at time t and gearing at t-1 in percentage. 
C. Gearing Level Dummies: 
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 Low Gearing Dummy: 1 if fund gearing for a specific year is less than 50%, 0 if not.  

 High Gearing Dummy: 1 if fund gearing for a specific year is greater or equal to 50%, 0 if not.  

D. GAV: Fund’s gross asset value for a particular year in billion euros. 
E. Fund Age: Fund age in discrete number of years, e.g.: 1-year old, 5-years old, etc. 

F. Up-Fund Dummy: 1 if fund’s performance   0% for a particular year  

G. Fund Size Dummies: 

 Small Medium Dummy: 1 if GAV  EUR250m but  EUR500m. 

 Medium Large Dummy: 1 if GAV  EUR500m but  EUR1,000m. 

 Large Dummy: 1 if GAV is  EUR1,000m. 

 
 

To establish if there is a systematic change in the mean or variances of the data, unit root tests were performed for four key 

variables.  Assuming individual unit root processes,  both augmented Dickey-Fuller test and the Phillips-Perron test strongly reject 

the null hypothesis that a unit root exists, hence indicating that data is stationary and do not need to be differenced (Exhibit 9).     

Exhibit 9: Unit Root Tests on Key Variables 

Method Fund Return Gearing WMR GAV 

Fischer Chi Square (Dickey-Fuller) 
1699.5594 

(0.000) 
1056.0093 

(0.000) 
3319.0327 

(0.000) 
1236.22 
(0.000) 

Fischer Chi Square (Philips-Perron) 1094.4672 
(0.000) 

923.7808 
(0.000) 

1451.387 
(0.000) 

2430.287 
(0.000) 

 

 Weighted Market Return (WMR) 

We first test whether fund returns are driven mainly by the underlying market fundamentals, while including gearing and 

fund size as essential fund-level control variables.  Beginning with pooled OLS estimations shown in Regression 1 of Exhibit 10, the 

Heteroskedasticity robust standard errors suggest that WMR is a significant driver of fund returns.  For every 1% change in the 

WMR, fund returns change by 1.5%. Next, fund size and gearing were individually added to the model. Gearing (Regression 2) and 

GAV (Regression 3) were statistically significant. Overall, the pooled OLS offers strong support that the WMR, Gearing, and Fund 

Size are significant driver of fund performance.  

 

Exhibit 10: Pooled OLS of WMR, Fund Size and Gearing on Fund Return 

  (1)   (2)   (3)     

  
Fund 

Return   
Fund 

Return   
Fund 

Return     
WMR 1.504*** (0.000) 1.526*** (0.000) 1.502*** (0.000)   
Gearing   -0.130*** (0.000)     
GAV (€Bil)     0.0134*** (0.001)   
C -0.0718*** (0.000) -0.0242*** (0.000) -0.0797*** (0.000)   
Observations (N) 1985   1640   1977     
R2 0.434  0.504  0.438    
Adjusted R2 0.434  0.503  0.438    
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Akaike Criterion -2663.0  -2416.9  -2657.4    
Schwarz Criterion -2651.8  -2400.7  -2640.6    
F-Statistic 1523.1  831.7  769.9    
d.f. Model 1  2  2    
d.f. Regression 1983  1637  1974    
Log Likelihood 1333.5   1211.5   1331.7     
Estimation OLS  OLS  OLS    
        

Exhibit 10: Pooled OLS of WMR, Fund Size and Gearing on Fund Return (continued) 

  (5)   (6)   
  Fund Return   Fund Return   
WMR 1.092*** (0.000) 1.153*** (0.000) 
Gearing   -0.177* (0.018) 
GAV (€Bil)   0.0383** (0.003) 
Fund Age   -0.00848*** (0.000) 
Yr_2002 0.0152 (0.256) 0 (.) 
Yr_2003 0.0234 (0.165) 0.00509 (0.740) 
Yr_2004 0.0382* (0.011) 0.0161 (0.238) 
Yr_2005 0.0365* (0.028) 0.0303 (0.100) 
Yr_2006 0.0568*** (0.000) 0.0467** (0.002) 
Yr_2007 0.0236 (0.118) 0.0357** (0.003) 
Yr_2008 -0.0623*** (0.000) -0.0351** (0.007) 
Yr_2009 -0.0681*** (0.000) -0.0396*** (0.000) 
Yr_2010 0.0107 (0.453) 0.0447*** (0.000) 
Yr_2011 -0.0204 (0.152) 0.0233** (0.002) 
Yr_2012 -0.0471** (0.002) 0 (.) 
C -0.0337* (0.017) 0.0401 (0.187) 
Observations (N) 1985  1637  
R2 0.524  0.575  
Adjusted R2 0.521  0.572  
Akaike Criterion -3516.9  -3132.3  
Schwarz Criterion -3449.8  -3062.1  
F-Statistic 76.92  72.05  
d.f. Model 11  12  
d.f. Regression 344  314  
Log Likelihood 1770.4  1579.1  
Hausman Test  106.36  47.91  
P>Chi2 (0.000)   (0.000)   
Estimation 2-Way FE  2-Way FE  

 

p-values in parentheses 
* p<0.05   ** p<0.01    *** p<0.001 

 

In order to remove the effects of time-invariant characteristics from the independent variables, the fixed effects estimations 

were used. The WMR is a significant driver of fund returns: for every 1% increase in the WMR, fund returns increases by 1.1% 

(Regression 5). Gearing on average has a negative impact on fund returns (Regression 6). For a 10% increase in gearing, fund returns 

falls by 1.8%. In contrast, Fuerst & Matysiak (2013) reported a positive association between gearing and fund returns. That study, 

however, used data for 2001-2007 and did not take into account the adversely negative impact of gearing during the Global Financial 

Crisis that started in late 2007.  

In the Fuerst & Matysiak (2013) study, it was also found that there was a negative relationship between fund size and fund 

returns. However, this study finds that fund performance is positively associated with fund size. For every 1bn increase in fund size, 

fund returns increase by 0.04%. One reason for this is a potential endogeneity issue, i.e. that better performing funds attract more 
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investors which then leads to larger fund sizes. Hence it may be other factors rather than fund size, which are responsible for the 

higher returns (Matallin-Saez, 2011).  

 

 Gearing 

Regression 6 showed that gearing on average had a negative impact on fund returns. One reason for this is that the average 

negative impact is due to the distortions caused by the numerous extremely high magnitude negative returns in certain funds during 

the Global Financial Crisis.  

If gearing indeed has a negative impact on fund returns, then the question is why fund managers still employ leverage. It 

would also defy basic finance theory of “gearing boost returns”. Fundamentally, this is because in an up-fund situation, when fund 

returns are positive, leverage would boost returns. But in a down-fund situation, leverage would compound losses. As such, an 

alternative model was specified to capture the asymmetric effects of gearing. The estimated model is: 

)(13210)( tit XGearingDummyGearingWMRR εβββββ +++++=  
The idea is to capture and test for asymmetric effects due to gearing exposure.  Dummy1 takes the value of 1 when some 

fund return condition is satisfied. In this case, when the up-fund condition, defined as when fund return  0 is met, Dummy1 takes 

the value of 1, and 0 if not. Written explicitly: 

)(3210)( tit XGearingUpFundGearingWMRR εβββββ ++×+++=  

The magnitude of negative fund returns are expected to be greater than the magnitude of positive fund returns due to the 

effects of interest payments. As such, the following conditions are expected to be satisfied: 

 1:  since in an down-fund situation, gearing’s effects are expected to be negative 

 2:  since in an up-fund situation, gearing’s effects are expected to be positive 

 From 1 and 2,    

 |(β2+β3)| < |β2|since the downside impact of leverage is expected outweigh the upside impact 
 

All three conditions are satisfied in Regression 7 (Exhibit 11). The down-fund gearing coefficient,  , suggests that when 

fund returns are less than 0%, for every additional 10% of gearing, fund returns are expected to decrease by 2.9% on average. The 

up-fund gearing coefficient, , suggests that when fund returns are greater or equal to 0%, for each additional 10% of gearing, 

fund returns are expected to increase by 0.7% on average. The results are illustrated in Exhibit 12.  
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Exhibit 11: Gearing Effects 

  (7)   (8)   
  Fund Return   Fund Return   
Up-Fund Gearing 0.364*** (0.000) 0.313*** (0.000) 
Gearing -0.293*** (0.000) -0.186** (0.003) 
WMR 0.956*** (0.000) 0.967*** (0.000) 
GAV (€Bil) 0.0347*** (0.000) 0.0344*** (0.000) 
Fund Age -0.00433** (0.006) -0.00459** (0.003) 
Up-Fund & High Gearing   0.0690* (0.030) 
High Gearing   -0.107*** (0.001) 
Yr_2002 0 (.) 0 (.) 
Yr_2003 0.00216 (0.876) 0.00246 (0.858) 
Yr_2004 0.00327 (0.798) 0.00324 (0.799) 
Yr_2005 0.00919 (0.549) 0.00886 (0.571) 
Yr_2006 0.0233 (0.056) 0.0232 (0.055) 
Yr_2007 0.0121 (0.233) 0.0110 (0.274) 
Yr_2008 -0.00870 (0.378) -0.0103 (0.302) 
Yr_2009 -0.00870 (0.295) -0.00792 (0.333) 
Yr_2010 0.0114 (0.128) 0.0125 (0.096) 
Yr_2011 0.00621 (0.349) 0.00727 (0.274) 
Yr_2012 0 (.) 0 (.) 
C -0.00171 (0.946) -0.0146 (0.558) 
Observations (N) 1637  1637  
R2 0.740  0.744  
Adjusted R2 0.738  0.741  
Akaike Criterion -3933.2  -3953.4  
Schwarz Criterion -3857.5  -3867.0  
F-Statistic 160.9  147.1  
d.f. Model 13  15  
d.f. Regression 314  314  
Log Likelihood 1980.6  1992.7  
Hausman Test  36.91  35.86  
P>Chi2 (0.001)   (0.003)   
Estimation 2-Way FE  2-Way FE  
p-values in parentheses     
* p<0.05   ** p<0.01    *** p<0.001    

 

Exhibit 12: Results of Asymmetric Gearing Effects 

 
Next, to examine if the up-fund and down-fund gearing effects differed for highly and lowly geared funds, an alternative 

model was specified.  The High Gearing dummy was added and interacted with the Up-Fund dummy to analyse the impact of 

gearing on individual fund’s performance. To capture the fund size specific gearing effects, where Dummy1 take the value 1 if fund 
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return greater or equals to 0% and 0 if not, and Dummy2 takes the value 1 if high gearing and 0 if not, the following equation was 

estimated: 

 

 

That is: 

 

 

From Regression 8, the benefits of taking more leverage incrementally tapers off. In an up-fund situation, for low gearing 

funds, every additional 10% leverage results in +1.3% fund returns on average (as calculated by ) . However, when gearing 

exceeds 50%, for every additional 10% in leverage, fund returns are only expected to increase by 0.9% on average (as calculated by 

). The increased risks associated with higher debt levels would have likely increased the costs of borrowing, 

which offsets a large part of the earnings enhancing capacity of leverage. The results are illustrated in Exhibit 13. 

Exhi
bit 
13:  

Asy
mm
etric 
Gear

ing 
Effe

cts 
for 

Hig
h/L

ow 
Gear

ing 
Fun

ds - 
Results 

 
 In a down-fund situation, when a fund is highly geared, the marginal loss is amplified. For low gearing funds, every 

additional 10% of leverage results in an expected fund return of -1.9% on average (coefficient value of  ). And for funds with 

gearing in access of 50%, every additional 10% of leverage results in fund return of -2.9% on average (as calculated by ). 

This is largely because, in addition to subpar asset level performance, funds will still have to service their debt hence contributing to 

further earnings erosion.  

One caveat is that in addition to interest payments, fixed management fees and variable performance fees could have been 

the cause of the observed asymmetric effects. For example, management fees may typically take the 2/20 structure, meaning that a 

base management fee equivalent to 2% of commitment capital is charged, and an additional 20% of excess returns is charged as 
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performance fee (Moszoro, 2012). If the partnership agreement (the Limited Partner being the investor) sets a target return of 8%, 

and if the fund delivers 15%, then 20% of the 7% outperformance, (which equates to 1.4% of returns) is the performance fee.  

In the down-fund situation, only the flat base management fee is charged and there is no further fund return leakage in the 

form of performance fees. Hence, fund returns leakage due to fees is independent of fund gearing levels. As such, the observed 

incremental loss of fund returns with high gearing can safely be attributed to the effects of gearing.  However, in an up-fund 

situation, a transmission mechanism of higher gearing and higher performance fees and hence fund return leakage exists. Higher 

gearing boosts fund returns and hence there will be higher performance fee leakage. Therefore, the lower marginal benefits of 

gearing with higher gearing in an up-fund situation could also be due to the effect of performance fees and is something to be 

investigated if future available data includes fund fee information.  

Macroeconomic Drivers & Competing Asset Classes 

Finally, the research examines the potential statistical relationships between fund returns of NLREFs and that of other 

competing asset classes including EU Bond Yields, EU Stock Returns and Listed Real Estate Vehicles (EU REITs). The foreign 

exchange effects on fund returns were also examined with a weighted FX variable, constructed in the same way as the WMR. The 

EU Gross Domestic Product growth was included in the models to serve as a control for the impacts of macro-economic growth on 

all asset classes.  

As expected, EU GDP growth, EU Bond Yields, and EU stock returns were positively associated with and are significant 

drivers of NLREF returns. As long-term bond yields are somewhat a proxy for risk free cost of capital, it is plausible that the higher 

risk investments such as NLREFs’ performance displays certain correlation with interest rates through several linkages such as cost 

of capital.  

With REITS and non-listed fund returns driven largely by their underlying property assets, REITS have exhibited the 

expected positive and significant relationship with NLREF returns (Regression 10). For every 1% increase in EU REIT returns, 

NLREFs returns are 0.1% on average. The coefficient magnitude and sign are aligned with research findings that REITs are 

positively correlated with equities, but are more volatile. Finally, the Weighted FX was also a significant driver of fund returns, with 

an unfavourable impact on average.  
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Exhibit 14: Competing asset classes 

  (9)   (10)   (11)   
  Fund Return   Fund Return   Fund Return   
Gearing -0.145*** (0.000) -0.215* (0.016) -0.158 (0.068) 
Fund Age -0.00163*** (0.001) -0.0179*** (0.000) -0.0163*** (0.000) 
GAV (€Bil) 0.0146** (0.003) 0.0325* (0.014) 0.0198 (0.077) 
EU GDP 1.053*** (0.000) 0.528* (0.021) 0.391 (0.121) 
EU Bonds 7.055* (0.011)     
EU Stocks 0.141* (0.022)     
EU REITS   0.114*** (0.000)   
Weighted FX     -0.962*** (0.000) 
Yr_2002 -0.0489 (0.489) 0 (.) 0 (.) 
Yr_2003 -0.0491 (0.493) 0.00650 (0.717) 0.0612** (0.002) 
Yr_2004 -0.0309 (0.674) 0.0229 (0.216) 0.0483** (0.001) 
Yr_2005 0.0303 (0.624) 0.0823*** (0.000) 0.102*** (0.000) 
Yr_2006 0.0231 (0.748) 0.0871*** (0.000) 0.132*** (0.000) 
Yr_2007 -0.0925 (0.212) 0.0840*** (0.000) 0.0422** (0.007) 
Yr_2008 -0.168*** (0.000) -0.0637** (0.007) -0.0938*** (0.000) 
Yr_2009 -0.126** (0.002) -0.0607*** (0.000) -0.0133 (0.507) 
Yr_2010 0.00945 (0.790) 0.0826*** (0.000) 0.0691*** (0.000) 
Yr_2011 0.0152 (0.428) 0.0878*** (0.000) 0.0589*** (0.000) 
Yr_2012 0 (.) 0 (.) 0 (.) 
C -0.135* (0.021) 0.151*** (0.000) 0.142*** (0.000) 
Observations (N) 1597  1597  1595  
R2   0.426  0.472  
Adjusted R2   0.421  0.467  
Akaike Criterion .  -2568.9  -2695.5  
Schwarz Criterion .  -2493.7  -2620.2  
F-Statistic   33.59  47.55  
d.f. Model 16  13  13  
d.f. Regression   308  308  
Log Likelihood   1298.5  1361.7  
Chi2 516.9      
Hausman Test  16.07  53.78  1361.7  
P>Chi2 (0.139)   (0.000)   (0.001)   
Estimation RE  2-Way FE  2-Way FE  
p-values in parentheses       
* p<0.05   ** p<0.01    *** p<0.001      
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4 Conclusions and further work 
Employing fixed and random effect panel data models, this paper examined a large number of non-listed real estate funds 

based on the 2001-2012 INREV database. The research studied how fund size, gearing, WMR, competing asset classes and 

economic growth influenced fund performance.  

The underlying market sector and country returns, as measured by the WMR, contributed most significantly to fund returns. 

Gearing, fund size, competing asset classes and GDP growth were also significant drivers of fund returns.  

In contrast to previous studies, larger funds, on average, performed better and further work is required to identify the 

reasons for this. In particular, is this due to the diversification benefits, economies of scale or the ability to undertake large 

investments where fewer competitors exist? As previous studies show, liquidity was also an important factor in the fund size-

performance argument so future research may consider evaluating its effects on NLREFs. It was also found that the incremental 

fund size effects tapered off. Medium-large funds performed only marginally better than large funds, on average. This raises the 

question whether it is possible to determine optimum size for a non-listed real estate fund based on empirical performance data. 

As the data on so-called opportunistic funds were not available for this study, the research findings do not apply to the 

entire NLREF universe, being limited only to core and value-added funds. Also, as data on opportunistic funds becomes available 

together with a larger sample size, it will be possible to perform a more comprehensive study on the impact of fund performance 

drivers by investment style and investment strategy. 

The underlying market sector and country returns together with fund characteristics and external factors, which were 

analysed in this research, explain more than half of the variation in performance of non-listed real estate funds. Other factors need 

to be identified and analysed in order to see if a better understanding of fund performance is possible. A possible extension of this 

study is to analyse if fund managers are able to generate alpha, despite a number of known problems in the empirical measurement 

process of fund. 

Real estate risk has not been explicitly addressed in the analysis and which is necessary in order to have a complete picture 

of the underlying performance. From this perspective, aspects which need to be taken into consideration include: the accuracy of 

real estate valuations in different market/property cycle environments; diversification considerations, including the underlying 

correlations across property types and countries. More broadly, these, together with property’s correlations with other assets classes, 

become important when looking at the risk of banks’ balance sheets, where lending on real estate is involved.  
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Appendix 

 

Exhibit 15 shows how the WMR was constructed for a particular fund in 2011. Using a weighted-average of their allocation 

and the Investment Property Databank (IPD) returns for the specific country-sector, the weighted return is the WMR.  

Exhibit 15: Example of WMR construction 

 
 

Year Country Sector Allocation IPD Country-Sector Index Return Weighted Return 
2011 France Office 8.00% 7.25% 0.58% 
2011 Germany Industrial / Logistics 12.50% 6.99% 0.87% 
2011 Germany Residential 16.80% 7.84% 1.32% 
2011 Poland Industrial / Logistics 21.80% 6.36% 1.39% 
2011 Switzerland Retail 5.00% 8.50% 0.43% 
2011 United Kingdom Industrial / Logistics 21.80% 7.26% 1.58% 
2011 United Kingdom Retail 14.10% 7.10% 1.00% 

 WMR  100%  7.17% 
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1 Introduction

Since the accession of Spain to the EEC in 1986, and in particular during the first years of the

present century, housing prices have experienced substantial increases. This phenomenon

has been observed in a large part of the western world, but in Spain has been exacerbated

by a number of circumstances: monetary stability, with low or even negative real interest

rates, easy borrowing, high economic growth and fiscal allowances for home buyers. Since

the first years of this century it became commonplace to refer to the real estate bubble.

The financial crisis started in 2007 brought an abrupt end to this state of affairs. Credit

tightened, house sales slowed down to almost a halt, and a number of building companies

went bankrupt or had to file for protection under the Spanish bankruptcy law. When the

slowdown propagated to all sectors and unemployment began to rise, more and more home

owners have been unable to meet their mortgage payments. All this has led to substantial

downward pressure in the residential property market, and price cuts have ensued.

As prices began to drop, widely different figures were given on how much they had

already dropped (and by how much they would drop in the sequel). Most interestingly,

widely different figures were given on the extent of the price increase while the bubble

lasted.

Part of the discrepancy can be traced to the fact that different sources sometimes speak

of different markets (it is clear, for instance, that second residences in coastal areas have

been hit harder than urban properties in or near large cities). But even when speaking of

roughly the same market, figures are so widely disagreeing so as to raise the question of

how they were obtained and what they really measure.

This paper deals with the problem of measuring real estate property prices. We will

use the housing market of the city of Bilbao as a test case, and discuss both results and

methodological issues.

The remaining of this paper is organized as follows: Section 2 gives an overview of

available sources of housing prices in Spain and the institutional framework. Section 3

introduces a semi-parametric and geographically weighted hedonic model which, among

other things, produces a price index estimate. Section 4 compares our price index with

related indices from alternative sources and draws some conclusions.

1

Abstract

Houses are traded at relatively infrequent times and can hardly be standard-

ized: two equally built and furnished houses may command widely different

prices in the market on account of their different location or even orientation.

Clearly, the computation of an index such as Laspeyres’ cannot be contemplated,

both because of lack of standardization and infrequent trading.

On the other hand, there is little market visibility; transaction prices are

seldom published, further increasing the difficulties inherent to the construction

of a house price index.

In this paper we use advertised (selling) prices as a proxy of transaction

prices, and geographically weighted hedonic models to account for heterogeneity

in quality and location. This gives a workable alternative to conventional

approaches with the added benefit that it can provide price information in

near-real time.

Keywords: house prices, spatial econometrics, semi-parametric models

JEL Subject Classification: C14, C81, R21
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2 Housing prices and indices.

2.1 Methodological problems

The construction of price and quantity indices is one of the main tasks undertaken by all

statistical offices. As such, it has been carefully scrutinized and the properties of different

methods to construct indices are now well understood: see for instance Vogt and Barta

(1996).

Laspeyres indices are one of the most popular choices. Given a basket made of quantities

qi0 which at the base period s = 0 had prices pi0, i = 1, . . . , I, the index for period s = t

with base at period s = 0 is computed as

I0(t) =

∑I
i=1 pitqi0∑I
i=1 pi0qi0

(1)

This requires that items i = 1, . . . , I are well standardized and observable over time.

Houses are traded at relatively infrequent times and can hardly be standardized: two

equally built and furnished houses may command widely different prices in the market on

account of their different location or even orientation. Clearly, the computation of an index

such as (1) is unfeasible, because no given set of houses are traded at regular intervals, and

no exact replicates are available.

Both problems —lack of homogeneity of houses and irregular observation times— have

been addressed in a variety of ways, which include the estimation of hedonic models,

construction of “cells” of relatively similar houses and repeated sales methods (cf. Ro-

dŕıguez López (2007), Wid�lak and Tomczyk (2010)).

Hedonic models. Hedonic models go back to at least the celebrated paper Court (1939).

The paper Rosen (1974) is usually credited as laying down a sound theoretical basis. A

useful collection of papers dealing with hedonic models in housing markets is Baranzini et

al. (2008).

Hedonic models attempt to measure the contribution of individual characteristics to

the total value of the house; each house is therefore regarded as a “basket” of characteristics

like size, quality of the construction, age and the quality of the surroundings (e.g., clean

air or noise). Location is typically included in the form of proxies which measure distance

to transportation networks, municipal services, recreational areas, etc.

Since this proxies are not always observable and rarely capture fully all factors affecting

the desirability of a given location, spatial effects are likely to remain; this can be introduced

through the error structure, e.g.. Dubin (1988), as additional effects in the regression

2

(typically in the form of smooth surfaces over space, non-parametrically estimated, as in

Hastie and Tibshirani (1991)) or by allowing the coefficients of the hedonic model to change

in space: this approach, named geographically weighted regression (cf. Fotheringham et al.

(2002)), will be followed in Section 3 (see also Kestens et al. (2005)).

Hedonic models have also been used to measure the effect of time on selling prices of

homes, which is of particular interest here. The specification typically takes log price as

the response variable in a regression model; the estimated coefficients of time dummies are

used to measure the cumulative percentage of change in constant quality house prices up

to and including the associated time period.

One advantage of hedonic models is that all home sales observed in a time period can

be used in the estimation. By contrast, in repeated sales methods only houses which have

been sold at least twice within the observed period can be used in the estimation. Quality

adjustment is simple and automatic in repeated sales models1, as we consider differences

in price of the same houses; the downside is that the sample size is reduced to houses with

more than one trade.

2.2 Institutional framework

The market of new houses in Spain is split into the free and protected segments. House prices

in the free segment are not subject to any restrictions whatsoever. The protected segment

(vivienda protegida) is subject to ceilings in price, and is meant to guarantee a fraction

of affordable houses for people who would otherwise be unable to buy one. A percentage

of all new house starts must be in the protected segment2. After the first transmission,

protected houses are traded much as free houses: the authorities have a preferential buying

right of any protected house offered in the market, but only exceptionally has this right

been exercised.

A feature of the real estate market is its opacity: prices really paid in real state

transactions are rarely known with any degree of confidence. There are incentives to declare

different (in general, lower) prices than those really paid, as taxes on the transactions are

assessed on a per value basis3.

1Assuming house characteristics remain constant between consecutive sales dates.
2In the Basque Country, as of this writing, 20%.
3New houses are subject to the Value Added Tax (IVA), at a rate of 7% for most of the period analyzed,

then raised to 8% of their value. In mid 2011 the IVA rate for new houses was lowered to 4%, in an attempt
to boost the languishing housing market. Second hand houses pay a tax on transmissions of 6%. On
the other hand, the seller must pay income tax on any increase of value of the sold property, although
allowance is made for the effect of inflation. Both factors provide an incentive to understate the value of
the transaction. Finally, there is a local tax on the increase of value of land, but this last is levied with no
reference to the declared value of the transaction, and therefore provides no further incentive to distort
declared prices.
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Since real transaction prices are not readily observed, approximations are used. Declared

prices, as mentioned, are usually different (and below) real prices. A different source of

approximate prices are the value assessments made by specialized agents. These value

assessments are collected nation-wide4 and are one of the inputs for the Survey of Housing

Prices5 described below. For the free segment, these assessments of market value are

usually required by banks from prospective buyers who wish to finance their buy with a

mortgage6.

The use of market value assessments, however professionally made, raises several

objections. First, there has been a tendency to overstate the value of properties in order

to disguise loans which otherwise would appear insufficiently backed by the value of the

mortgaged property. Second, it is not usually the case that a market value assessment is

done on a house which is not mortgaged: this may lead to selection biases, as only part of

the transactions are reflected in value assessments (cf. Garćıa Montalvo (2007)).

All these factors taken together explain that statistics on housing prices are sometimes

difficult to reconcile, as they are based either on declared or assessed prices. We briefly

describe some statistical sources of information next.

2.3 Statistical sources

There are several sources of statistical information on house prices in Spain. The Ministerio

de la Vivienda, or Ministry of Housing (MV), and the Instituto Nacional de Estad́ıstica,

or National Statistical Institute (INE), both provide information on housing market

conditions and prices; the INE publishes the Índice de Precios de la Vivienda, or Housing

Price Index (IPV), whose methodology is harmonized with that used in other countries of

the European Union (EU). Other sources of information include real estate agencies and

firms specializing in value assessment of real estate.

Housing Prices Survey. The Estad́ıstica de Precios de la Vivienda, or Housing Prices

Survey (EPV), offers nation-wide statistical information on house prices and quantities

provided by the MV7.

The MV addresses both the protected and free segments. The source data for the

protected segment are the maximum legal prices. For the free segment, market value

assessments are used. The assessed market value is defined as

4By ATASA, Asociación Profesional de Sociedades de Valoración.
5Estad́ıstica de Precios de la Vivienda, Ministerio de la Vivienda.
6The maximum amount of money to be lend is usually 80% of the assessed value of the property, although

in the midst of the bubble 100% was sometimes granted.
7The information to follow is summarized from an undated report, Ministerio de la Vivienda (retrieved

10 June 2010).

4

“. . .the price at which a property could exchange hands at the date of the

assessment, exclusive of taxes and commissions.”

Therefore, these are not prices at which transactions have taken place.

From the assessed market values, the MV produces indices using a bottom-up approach.

Prices of homes of a given type (new or second hand, protected or free) are aggregated for

each price stratum8 and area and divided by the total built surface9 to produce an average

price in e/m2. These are further weighted and aggregated to produce indices for larger

areas.

The price indices derived from the EPV are published quarterly.

Assessment firms and real state agencies. There are at least two price indices

claiming fairly general coverage.

The Índice de Mercados Inmobiliarios Españoles, or Spanish Real Estate Market

Index (IMIE) is an initiative of a private company10 based on information from over

200.000 value assessments, collected by qualified staff with daily contact with the market.

It is published monthly, and is a chained Laspeyres index, with base year 2001.

The spatial resolution tends to adapt to market segments rather than administrative

boundaries: large cities, metropolitan areas, Mediterranean coast, Balearic and Canary

Islands and Rest of municipalities. These market segments are seen as the core of the real

state market, leaving into relative oblivion rural areas.

Aside from the use of assessed values rather than transaction prices, sample selection is

to be feared, as assessment is more likely for properties to be mortgaged, and this may

bias the sample towards some market and price segments.

Another private firm which publishes an index of the Spanish real state market is

Sociedad de Tasación11. It produces an index of nominal prices per square meter, base

year 1985. It is published twice per year and gives information for the whole of Spain as

well as Madrid, Barcelona, Autonomous Communities and some large cities.

Housing Prices Index. The last addition to the sources of statistical information on

housing prices is the IPV, an statistical operation whose aim and methodology is closest to

our work. The IPV is a housing price index published quarterly by the INE with base year

8Seven strata are defined, with a top price of 1.050.000e; thus, the most expensive houses are excluded.
9Built surface (superficie construida) includes closed balconies, and structural vertical elements, as

opposed to usable surface (superficie útil), which excludes those elements as well as 50% of balconies under
roof; for a more precise description, see Ministerio de la Vivienda (retrieved 10 June 2010), p. 7. A useful
rule of thumb is that usable surface is usually about 15% less than built surface.

10TINSA Consultancy and Environment, http://www.tinsa.es.
11It specializes in value assessments of all types, but particularly of real state assets. Present in the

market since 1982, see http://web.st-tasacion.es.

5
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9Built surface (superficie construida) includes closed balconies, and structural vertical elements, as
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roof; for a more precise description, see Ministerio de la Vivienda (retrieved 10 June 2010), p. 7. A useful
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10TINSA Consultancy and Environment, http://www.tinsa.es.
11It specializes in value assessments of all types, but particularly of real state assets. Present in the

market since 1982, see http://web.st-tasacion.es.
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2007. Its primary objective is to measure the evolution over time of house prices in both

the new and second-hand free segments. It thus excludes prices in the protected segment.

The IPV aims to serve as a comparable statistical source within the scope of the European

Union harmonized statistics.

The document INE (2009) contains a fairly detailed discussion of the decisions made

on primary sources to use. The basic information source retained is the database provided

by the General Council of Spanish Notaries (Consejo General del Notariado). Virtually

all house transactions are made with the intervention of a notary public. The transaction

price along with the date, characteristics of the house (flat or single family house, built

surface, new or second hand, parking space if available, etc.) is transmited to the INE

each month. Prices are therefore prices declared by both parties, buyer and seller, when

signing the transfer of property. This need not be the real amount paid since, as explained

in the previous section, there are incentives to understate (and, in some cases, to overstate)

prices; however, it has been deemed the best alternative.

The IPV fully recognizes that quality of the houses transacted has to be taken into

account. The approach followed involves the use of an hedonic model involving the

variables mentioned above and additional information such as size of the municipality,

type of environment, and the degree to which the location of the house is touristic. The

dependent variable is the log price per square meter.

All house characteristics entering the hedonic model are qualitative12. The main

effects they define along with selected interactions involve 157 parameters that have to be

estimated each quarter. Each combination of explanatory variables defines one cell13. The

model yields average price per cell which is then weighted into a general price index and

price indices for different aggregations of cells14.

If we denote by xc the vector of values of the explanatory variables (main effects and

interactions) defining cell c, and ℓi,c,q the log price of house i in cell c at time (quarter) q,

the model is:

ℓi,c,q = xcβ
q + ǫi,c,q (2)

Stacking (2) for all observations corresponding to one quarter, we obtain:

Lq = Xqβ
q + ǫq (3)

which is re-estimated every quarter q, yielding a time-varying vector of parameters βq.

12The built surface is categorized.
13For the years 2007 and 2008, nearly 52.000 such cells were used.
14The weights are given by the ratio between the value of houses transacted in the cell and the total

value of houses transacted. Hence, selection biases may also creep in.

6

INE (2009) gives further details, concerning imputation of missing data, correction

of heteroskedasticity and bias removal, so prices for each cell (rather than log prices) are

approximately unbiased.

Other sources of information. The Basque Government publishes quarterly a bul-

letin, Departamento de Vivienda Obras Públicas y Transportes (2011), with a wealth of

information (and commentaries) regarding trends not only in prices, but also on availability

of housing, house starts, land prices, developable land, rents, etc.

Some web sites15 which provide real estate advertising and services also publish average

prices and price indices, as a by-product obtained from the information they have access

to. Among them, www.idealista.com, whose raw data we use in the models estimated in

Section 3.

15See for instance http://casas.facilisimo.com/preciometro and http://www.idealista.com/

pagina/informes-precio-vivienda.
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3 Modelling price changes

3.1 Data.

We have used data obtained from idealista.com, a leading web site in the area of real

state. Data consists of house offers in the city of Bilbao, from 2004-11-17 to 2011-05-04;

in all, 7524, of which 6696 contained full street addresses that we have been able to

geocode16. Data consists of a description of the property offered for sale, including selling

price, location (often down to the street number, in other cases only street or district),

square footage, floor, age of the building, number of bedrooms and bathrooms, parking

space if available, availability of central or individual hot water and heating, elevator, etc.

We emphasize that these are offered or selling prices, not transaction prices. While in

principle transaction prices would be desirable, selling prices appear to be good proxies

and have been used in a number of studies, including Kryvobokov and Wilhelmsson (2007),

Henneberry (1998) and Pace et al. (2000).

Figure 1 shows a polygon outline with a map of Bilbao17 as background, for reference.

To avoid distraction, all subsequent plots of results will be made over the outline. Figure 2

shows the approximate location of districts referred to later.

We have fitted several models, whose relative merits are discussed next. It is remarkable

that different specifications, using location information with various degrees of sophistication,

still yield fairly similar estimates of the price index.

3.2 Model 1.

Our first model is a standard hedonic model in which the response is log(Price/m2). A

categorical variable codes the district where each offered house is located; there are 13

such districts in Bilbao. Other (fixed) effects introduced are type of dwelling (flat, duplex,

etc.), type of heating (or unavailability of heating, as the case may be), number of parking

places, number of bathrooms, of bedrooms, whether there is elevator or not, the monthly

cost of shared services and age of the building, coded in 7 categories.

The effect of time is modeled non-parametrically, as a cubic spline with 12 degrees of

freedom. Thus, Model 1 can be written as:

log(Price/m2) =

p∑

i=1

βixi + s(t) + ǫ (4)

16But note that a smaller number of observations has been used to estimate the models below, as
observations with missing variables may be discarded.

17From Google Maps, http://maps.google.com.
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Figure 1: Outline of the city of Bilbao
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Figure 2: Districts of Bilbao. The axis units are UTM coordinates within the sheet 30N,
in meters.
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where the xi (i = 1, . . . , n) are the observed regressors, s(t) is a cubic spline whose suitably

normalized value provides our estimation of the price index and ǫ is a random disturbance.

Models such as (4) can be readily fitted with off-the-shelf software. We have used the

gam function in the R package mgcv (see Wood (2001) and Wood (2004)). Results are

shown in Table 1. Since the response is measured in the log scale, exp(s(t)) enters as a

factor in Price/m2 and our estimation for the index with base 100 at time t0 is obtained18

as

I(t) = 100×
exp(s(t))

exp(s(t0))
;

the profile of I(t) along with a 95% confidence interval are shown in Figure 3. We see that

offered prices reached their maximum around the end of 2007, accumulating an increase of

almost 25% since the beginning of 2005, then dropped until the first quarter of 2009 at

which time they appear to have stabilized slightly above the early 2005 levels, only to later

resume their drop.

Let P ∗
i be the deflated price per square meter of house i. Next step is to fit a

geographically weighted regression,

log(P ∗
i ) =

p∑

j=1

βi,jxij + ǫi (5)

where xij is the value of the j-th regressor for house i. Coefficients βi,j are estimated for

each regressor j at each house location i19.

The estimation is done by least squares, with observations weighted less as their distance

to house i increases. Weighting is usually done with a two dimensional kernel, here an

isotropic gaussian kernel whose bandwidth is selected by cross-validation. With the sample

used, the bandwidth selected20 (= standard deviation of the gaussian kernel) has been

350.8, which implies that observations 350.8 meters away are given weights about 6% of

those right at the space point at which we estimate the coefficients (6% ≈ 0.0585, density

of an isotropic bivariate normal density one standard deviation away from the mean). The

cross-validated bandwidth is fairly small: in another setting, Can and Megbolugbe (1997)

found that prices at one location are affected by prices within about a two mile radius.

Results of Model 2 are not presented here, as it is only a logical step towards Model 3.

18Note that both numerator and denominator in the fraction defining I(t) are biased. These biases are
usually small in relative terms, and since they affect both numerator and denominator, their effect on I(t)
is likely to be negligible; but they can be approximately corrected if desired.

19Although for simplicity we are assuming that we estimate parameters only at locations where we
observe a house, this need not be the case. We can estimate parameters at any point in space, irrespective
of whether or not an observation is present there. In particular, we might estimate parameters over a grid
of points to construct maps by smoothing or interpolation of the obtained values.

20As the geocoding is made to UTM coordinates in meters, the bandwidth is also in meters.
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found that prices at one location are affected by prices within about a two mile radius.

Results of Model 2 are not presented here, as it is only a logical step towards Model 3.

18Note that both numerator and denominator in the fraction defining I(t) are biased. These biases are
usually small in relative terms, and since they affect both numerator and denominator, their effect on I(t)
is likely to be negligible; but they can be approximately corrected if desired.
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Table 1: Parameter estimates for Model 1.

Estimate Std. Error t value Pr(>|t|)

(Intercept) 9.6721 0.0503 192.34 0.0000
ExteriorTRUE 0.0120 0.0079 1.52 0.1290

Bedrooms -0.0168 0.0040 -4.19 0.0000
Bathrooms 0.1055 0.0064 16.50 0.0000

Parking places 0.0737 0.0068 10.82 0.0000
log(Square footage) -0.3384 0.0134 -25.18 0.0000

Community fees 0.0007 0.0001 7.32 0.0000
ElevatorTRUE 0.1859 0.0065 28.68 0.0000

Type of heating:

colective -0.1058 0.0132 -8.03 0.0000
unstated 0.0398 0.0073 5.48 0.0000

individual -0.1413 0.0081 -17.48 0.0000
unavailable -0.0012 0.0470 -0.03 0.9795

Type of house:

duplex -0.0505 0.0272 -1.86 0.0636
studio -0.1764 0.0369 -4.78 0.0000

flat -0.0411 0.0109 -3.77 0.0002
single house -0.1565 0.0680 -2.30 0.0214

house in a block -0.0141 0.0436 -0.32 0.7460
paired house -0.0632 0.0564 -1.12 0.2620

District:

basurto - zorroza -0.0954 0.0091 -10.52 0.0000
begoña - santutxu -0.0466 0.0100 -4.67 0.0000

casco viejo 0.0794 0.0124 6.41 0.0000
deusto -0.0133 0.0114 -1.17 0.2439

ibaiondo -0.1394 0.0088 -15.93 0.0000
indautxu 0.2196 0.0105 20.85 0.0000

otxarkoaga - txurdinaga -0.1561 0.0156 -10.01 0.0000
rekalde -0.1352 0.0153 -8.86 0.0000

san adrián - la peña -0.0462 0.0085 -5.41 0.0000
san ignacio -0.1573 0.0138 -11.37 0.0000

uribarri -0.0724 0.0154 -4.70 0.0000
Age of building:

< 5 years 0.0960 0.0120 8.02 0.0000
10-20 years 0.0292 0.0147 1.99 0.0469
20-30 years -0.0112 0.0077 -1.46 0.1452
5-10 years 0.0685 0.0132 5.19 0.0000
unstated 0.0220 0.0078 2.82 0.0048

Time trend:

s(x, 12) -0.0001 0.0000 -20.83 0.0000

12

Figure 3: Housing price index for Bilbao: non-parametric estimate from Model 1. Base
100 January, 2005. Dotted lines give 95% point wise confidence intervals.
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3.3 Model 3.

Model 2 in the preceding section is meant to capture the effect on prices of house char-

acteristics in spatially dependent form at a given point in time. This is not our primary

goal: what we want is to adjust prices for house quality and location, for the purpose of

obtaining a constant quality price index. What we would like instead is a model such as

log(Pit) =

p∑

j=1

βi,jxij + s(t) + ǫit (6)

in which the linear coefficients βi,j are as before hedonic coefficients spatially varying, Pit

are current prices per square meter and s(t) is a smooth function capturing the evolution

of prices. In a sense, (6) is a merger of Model 1 and Model 2, in that we have both a

non-parametric estimate of the price level and spatially varying hedonic terms.

We are not aware of software enabling the fitting of models such as (6) off-the-shelf;

however, given routines to estimate Models 1 and 2 it is fairly straightforward to implement

a back-fitting estimation routine (cf. Hastie and Tibshirani (1991), § 4.4) for Model 3. The

procedure can be sketched as follows:

Step 0. Take as initial estimate s(0)(t) of s(t) in (6) the smooth function estimated from

(4) (or any other available approximation).

Step 1. At iteration k, let β
(k)
ij be the estimates of the βi,j using geographically weighted

regression to fit

log(Pit)− s(k)(t) =

p∑

j=1

β
(k)
i,j xij + ǫ

(k)
it (7)

Step 2. At iteration k, obtain s(k+1)(t) by smoothing over time the partial residuals

log(Pit)−
∑p

j=1 β
(k)
i,j xij .

Step 3. For a pre-set tolerance η, if max |s(k)(t)− s(k+1)(t)| < η, return as estimates the

β
(k+1)
i,j and s(k+1)(t) computed in the final iteration, otherwise return to Step 1.

Essentially, the back-fitting algorithm iterates Step 1 and 2, each time estimating the

parametric or non-parametric part of the fit given the best current approximation of the

other.

As it happens, convergence is attained in just three iterations; the starting (from

(4), Model 1) and final (from (6), Model 3) estimates of the price index are shown in

Figure 4. They are not very different from each other; the back-fitted index closely follows

14

its counterpart from Model 1 until mid 2006, and stays above ever since, albeit by a

small amount. For the purpose of comparison, we plot also the IPV from INE (refer to

section 2.3) for the whole of the Basque Country21. (Since the IPV is computed with

base 2007 = 100, we have aligned their first published figure with the half sum of our two

indices.)

Although the IPV is computed for a larger area and with different methodology, its

profile is remarkably similar to our two indices. In particular, all of them nicely reflect

a short-lived upturn in early 2010, likely due to the announced end of fiscal rebates for

house buyers, which prompted a small surge of activity in the housing market.

The similar profiles of the IPV and asking prices indices are also significant in that they

help to allay fears that they could measure entirely different things. One might hypothesize

that asking prices are relatively sticky, and softening market conditions would surface

rather in transaction prices (which are input to the IPV). This does not seem to be the

case.

Model 3 produces a wealth of geographically disaggregated information. The parametric

part (i.e., the right hand side of equation (7) evaluated with the estimated β
(k)
i,j ), suitably

scaled, gives estimates log(Pit/m
2)−s(t), i.e. deflated log prices per square meter. Aligning

values to the base period and transforming back to the original scale (e/m2), we get the

values mapped in Figure 5. (We have made no attempt to correct biases due to the

non-linear transformation.) The pattern in Figure 5 is clear; houses in the central part of

the city command the highest prices, while peripheral districts of San Ignacio, Txurdinaga

or Basurto exhibit lower prices.

It is also interesting to check the fit, which now is local. Since we compute a different

regression for each location, we have local R2 coefficients that we have plotted in Figure 6.

The fit of deflated log prices per square meter with the available regressors is modest, with

the median R2 equal to 0.4494. There are localized areas of worse and better-than-average

fit for which we have no obvious explanation.

In principle, local values for any of the βi,j coefficients in equation (6) could be spatially

represented. We could then have an estimate of how much e.g. an additional bedroom,

existence of elevator or a garage, enhances the price of a house at each chosen location. This

may be misleading: as pointed out in Wheeler and Tiefelsdorf (2005), local multicollinearity

is usually a problem. Some remedies have been proposed, Wheeler (2006), which we have

not attempted to implement, as for the purpose of price index construction we only require

a good estimate of
∑p

j=1 β
(k)
i,j xij in (7), and are not concerned with apportioning that sum

into the contributions of each predictor22.

21Obtained from their web page, http://www.ine.es, visited July, 14, 2011.
22The problem of collinearity in geographically weighted regression is further addressed in Bárcena et al.
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3.3 Model 3.
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the city command the highest prices, while peripheral districts of San Ignacio, Txurdinaga

or Basurto exhibit lower prices.
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may be misleading: as pointed out in Wheeler and Tiefelsdorf (2005), local multicollinearity

is usually a problem. Some remedies have been proposed, Wheeler (2006), which we have

not attempted to implement, as for the purpose of price index construction we only require
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into the contributions of each predictor22.
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Figure 4: Asking prices indices. The index from INE (base 2007) has been aligned with
the average of our two indices at 2007-02-15, mid point of the first quarter for which it was
published.
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Figure 5: Fitted values in e per square meter at the base period (January, 2005).
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Figure 4: Asking prices indices. The index from INE (base 2007) has been aligned with
the average of our two indices at 2007-02-15, mid point of the first quarter for which it was
published.
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Figure 5: Fitted values in e per square meter at the base period (January, 2005).
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Measuring the effect of the real estate bubble: a house price index for Bilbao

Narodowy Bank Polski148

Figure 6: Local (partial) R2 values for the regression log(Pit)−s(k)(t) =
∑p

j=1 β
(k)
i,j xij+ǫ

(k)
it .
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4 Discussion

Our goal was to assess the feasibility of building a house price index with publicly available

information on proxy variables of the true magnitudes to estimate. This is quite in

keeping with the modern trend to exploit administrative records or automatically collected

information to replace, to the extent possible, costly surveys.

The limited evidence shown in the precedent section is encouraging: with off-the-shelf

software and limited human resources (basically spent in data cleaning and geocoding) we

have been able to compute an index which captures remarkably well the patterns in the

IPV23. The method is straightforward, conceptually simple to implement, understand and

track. (Conceptual simplicity does not imply that the implementation is trivial; for an

overview of some practical problems met see Bárcena et al. (2013).)

However, ours is but a possible approach to a much researched problem: for a collection

of papers from a spatio-temporal vantage point see Biggeri and Ferrari (2010). Specifically

related to housing prices and close to our approach are, among many others, Borst (2008),

Geniaux and Napoléone (2008), Clapp (2004), Meese and Wallace (1997) Bourassa et al.

(2006), McMillen (2011), Brunauer et al. (2010), Brunauer et al. (2012) and McMillen and

Redfearn (2007). Comments on some of their respective approaches follow, to highlight

similarities or differences with the approach followed in Model 3; Table 2 gives a summary.

We can make no attempt to even list all contributions in this area, which has produced a

copious literature.

McMillen (2011) goal is to examine the effect over time on house prices of the distance

to “employment sub-centers” in the city of Chicago. He uses a repeated sales estimator

and a smooth function to capture the effect of time. His model takes the form

Yi,t − Yi,s = g(t)− g(s) + ui,t − ui,s, (8)

where Yi,t is the (log) price of house i at time t, uit the corresponding random term and

g(t) is a smooth function of time given by

g(t) = α0 + α1z + α2z
2 +

∑

q

(λq sin(qz) + γq cos(qz)) , (9)

with z = 2πt/max(t). As compared with our model, he does not need to fit a hedonic

(submitted for publication)
23It is important not to be over-optimistic when interpreting Figure 4. One might be tempted to claim

that our index appears to anticipate movements in the IPV. This would not be a fair claim, as the IPV
is computed with only past and present information, while our index uses also future information in the
smooth.
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Figure 6: Local (partial) R2 values for the regression log(Pit)−s(k)(t) =
∑p

j=1 β
(k)
i,j xij+ǫ

(k)
it .
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4 Discussion

Our goal was to assess the feasibility of building a house price index with publicly available

information on proxy variables of the true magnitudes to estimate. This is quite in

keeping with the modern trend to exploit administrative records or automatically collected

information to replace, to the extent possible, costly surveys.

The limited evidence shown in the precedent section is encouraging: with off-the-shelf

software and limited human resources (basically spent in data cleaning and geocoding) we

have been able to compute an index which captures remarkably well the patterns in the

IPV23. The method is straightforward, conceptually simple to implement, understand and

track. (Conceptual simplicity does not imply that the implementation is trivial; for an

overview of some practical problems met see Bárcena et al. (2013).)

However, ours is but a possible approach to a much researched problem: for a collection

of papers from a spatio-temporal vantage point see Biggeri and Ferrari (2010). Specifically

related to housing prices and close to our approach are, among many others, Borst (2008),

Geniaux and Napoléone (2008), Clapp (2004), Meese and Wallace (1997) Bourassa et al.

(2006), McMillen (2011), Brunauer et al. (2010), Brunauer et al. (2012) and McMillen and

Redfearn (2007). Comments on some of their respective approaches follow, to highlight

similarities or differences with the approach followed in Model 3; Table 2 gives a summary.

We can make no attempt to even list all contributions in this area, which has produced a

copious literature.

McMillen (2011) goal is to examine the effect over time on house prices of the distance

to “employment sub-centers” in the city of Chicago. He uses a repeated sales estimator

and a smooth function to capture the effect of time. His model takes the form

Yi,t − Yi,s = g(t)− g(s) + ui,t − ui,s, (8)

where Yi,t is the (log) price of house i at time t, uit the corresponding random term and

g(t) is a smooth function of time given by

g(t) = α0 + α1z + α2z
2 +

∑

q

(λq sin(qz) + γq cos(qz)) , (9)

with z = 2πt/max(t). As compared with our model, he does not need to fit a hedonic

(submitted for publication)
23It is important not to be over-optimistic when interpreting Figure 4. One might be tempted to claim

that our index appears to anticipate movements in the IPV. This would not be a fair claim, as the IPV
is computed with only past and present information, while our index uses also future information in the
smooth.
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model, as the effect of the quality of house i cancels in the difference Yi,t−Yi,s (assuming the

characteristics of the house i remained constant from time s to time t); the downside is that

only houses with repeated sales in the sample can be used (with a possible selection effect,

as poor quality houses might be more likely to enter the market repeatedly). To capture

the effect of time, a second order polynomial plus a combination of periodic functions is

used. The profile of g(t) suitable normalized would give an estimate of a price index similar

to ours, although for a given number of degrees of freedom we regard the penalized spline

approach we have used as more flexible.

Geniaux and Napoléone (2008) are not concerned with the effect of time, but rather

spatial effects and in particular the distance effect to urban center. In their paper they

examine the effect of distance to Avignon on prices of rural properties in the south of

France. They consider a variety of models, like

Yi = βXi + Zi ∗ s(ui, vi) + s(ui, vi) + ǫi (10)

where Yi is again the log price of house i, Xi captures characteristics that have a fixed

(across space) effect, and Zi is a variable whose effect is space-dependent; it is multiplied

by a “smooth” function of geographical coordinates to capture such dependency. They go

on considering alternatives such as generalized additive models (GAM), geographically

weighted regression (GWR) and mixed GWR (MGWR). They conclude that

“GAM fits better than MGWR, is even more flexible in articulating station-

ary and non stationary coefficients, works well with a big sample and makes

investigating non linearity easy.” (p. 125)

While they are not concerned with the problem of modelling the effect of time (which

enters some of their models only in the form of year dummies), their models are close

to ours; in their Section 5.4.3 they propose an estimation method for the MGWR model

which is also close to the back-fitting algorithm sketched above for Model 3.

Close to this approach is also Clapp (2004), which proposes the model,

Yit = βXi + s(ui, vi, t) + ǫit (11)

where, as before, Yit is the log of the transaction price, Xi is a vector of attributes of the

i-th house in the sample, β the vector of implicit hedonic prices, and s(.) a function of

latitude, longitude and time. They consider fixed betas in the hedonic part and a smooth

function in time and space (estimated by local polynomial regression, using a product

kernel) to account for trends in time and space. The estimated s(ui, vi, t) as a function of

time for given ui, vi gives a local price index. The estimation of (11) is made in a two-step
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Table 2: Summary and comparison of some models and indices discussed

Quality Spatial Time

Model or index adjustment effects effects

Geniaux and Napoleone(2008): hedonic, smooth None
Yi = βXi + Zis(ui, vi) + s(ui, vi) + ǫi fixed β s(ui, vi)

McMillen(2011): repeated not g(t)
Yi,t − Yi,s = g(t)− g(s) + ǫi,t − ǫi,s sales explicitly

Clapp(2004): hedonic, joint smooth
Yit = βXi + s(ui, vi, t) + ǫit fixed β s(ui, vi, t)

Meese and Wallace(1997): hedonic LWR† in estimated
Yi(t) − Y t = G(xi(t)) + ǫi(t) attributes for each t

Housing Prices Survey (IPV): hedonic, not estimated
Yi,c,t = Xcβt + ei,c,t variable β explicitly for each t

Model 3 (Section 3.4 above): hedonic, GWR‡ smooth
Yit = βiXit + s(t) + ǫit variable β s(t)

† LWR = Locally weighted regression.
‡ GWR = Geographically weighted regression.

algorithm, using theory developed by Robinson (1988) and Stock (1989).

Meese and Wallace (1997) compare several methods, providing a wealth of insight on

their respective merits. They propose yet another model,

Yi(t) − Y t = G(xi(t)) + ui(t); (12)

Equation (12) is estimated for each quarter; Yi(t) is the log price of the i house traded

at quarter t, and Y t is the average log prices of all houses traded in that same quarter.

G(xi(t)) is the hedonic part, estimated by locally weighted regression (LWR); weighting is

done not in terms of geographical distance, but rather distance in the attribute space to

the attributes median. The implicit prices of the attributes are then used to correct Y t

with the valuation of the attributes of the current or first quarter. This gives Laspeyres

and Paasche indices whose geometric mean produces a final Fisher’s ideal index.

McMillen and Redfearn (2007) contains an enlightening discussion on kernel regression,

conditionally parametric regression (CPAR) and locally weighted regression (LWR), which

they show encompasses the previous methods and GWR as particular cases. An interesting
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they show encompasses the previous methods and GWR as particular cases. An interesting
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approach that uses both sales prices and appraisal prices is described in Bourassa et al.

(2006), which also contains a comparison among several versions of hedonic models, repeated

sales methods and their SPAR (Sale Price Appraisal Ratio) method.

Brunauer et al. (2010) is concerned with rent levels rather than property prices. It

develops a model with “spatial scaling factors”: the effect on rents of non-categorical

variables such as square footage or year of construction is captured by way of smooth

functions multiplied by scaling factors, which are district-dependent, and constrained to

vary smoothly by penalizing differences among neighbouring districts. The time dimension

is not involved. Brunauer et al. (2012), on the other hand, develops a price index similar

to ours in the use of a non-parametric smooth function to capture the price evolution

in time. District dummies are used, with random effects modeling unexplained spatial

heterogeneity.

Our Model 3 produces an index for the whole area sampled, rather than indices for

each particular location —like e.g. Clapp (2004). Where other models, such as Geniaux

and Napoléone (2008), use smooth nonparametric functions in geographical coordinates

to account for spatial effects, our model accounts for spatial variation through GWR of

hedonic coefficients, with the s(t) term smoothing along the time dimension, much like

McMillen (2011). Our model is geared towards production of an index for a region, rather

than the discovery of sub-regions with different price trends.

Aside from the papers mentioned, there is a huge literature on spatio-temporal processes,

potentially useful for our purposes. An up-to-date comprehensive overview is given in

Cressie and Wikle (2011); see also Banerjee et al. (2003) and Gelfand et al. (2010). Specific

applications to housing prices already exist that make use of this approach, e.g. Gelfand et

al. (2004). For the purpose of computing price indices, we find hierarchical models a highly

attractive alternative, for the reasons outlined in Cressie and Wikle (2011), § 2.1; they

afford a nice separation between the “process model”, describing how relevant magnitudes

(or state variables) evolve, and the “data model”, describing how observations are generated.

Since our concern is to estimate (unobservable) latent variables such as the price level,

this separation is meaningful; we may confine the latent variables to the “process model”

and build the data model on top of it. Although not directly concerned with price indices,

Brunauer et al. (2013) offers an example of such an approach.

Specialized software exists that can be used to obtain posterior distributions of the

magnitudes of interest through MCMC, if one is willing to follow a Bayesian approach (e.g.

Smith et al. (2008)) although this is computationally demanding for the problem sizes we

envision. Alternative methods like integrated nested Laplace approximations (cf. Rue et

al. (2009)) might be used instead.
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Abstract 
 

In the first section, this paper describes the methods employed to calculate the first ever 

hedonic price index created in the Czech Republic using data from the country’s biggest 

mortgage lenders. This section also presents the wider context of the creation of this index 

and its practical application. In the second section, hedonic price index data are used to 

demonstrate the impact of the global economic crisis on housing prices in the Czech 

Republic. The impact of the economic crisis on housing and mortgage markets is then 

analysed using methods from both neoclassic and institutional economics. The findings 

show that institutional factors relating to the housing system may have an important 

influence on the scope and character of the impact of the economic crisis on housing and 

mortgage markets in the Czech Republic.  
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Introduction 
 

This paper briefly describes, in the first section, the background and the 

methodology for calculating the hedonic house price index based on data from 

Czech mortgage lenders. This price index can be used, among other things, to 

observe the current trends in house prices. Consequently, unlike other price indexes 

available in the Czech Republic, it is also suitable for measuring the current impact 

of the economic crisis on house prices. In the second section, the paper focuses on 

the actual effects of the global economic crisis on the housing and mortgage markets 

in the Czech Republic. The impact of the economic crisis on housing and mortgage 

markets is then analysed using methods from both neoclassic and institutional 

economics. The findings show that institutional factors relating to the housing 

system may have an important influence on the scope and character of the impact of 

the economic crisis on housing and mortgage markets in the Czech Republic.  
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The hedonic house price index in the Czech Republic 
 

Several prices indices on residential real estate have emerged in the Czech Republic 

since the late 1990s. Leaving aside the amateur attempts of some real estate 

agencies, which use simple averages of offer prices, there are three indexes that from 

a methodological perspective can be regarded as relevant. The first is the index 

published by the Czech Statistical Office (CSO) each year in the publication The 

Prices of Monitored Types of Real Estate, which is based on transaction prices 

ascertained by financial offices and recorded by the Ministry of Finance for the 

purpose of stamp duty collection. The second is the index created by the Institute of 

Regional Information (IRI), which is based on offer (advertised) prices. The third 

index – the price index of the Czech Technical University (CTU) – is saturated using 

a similar method (taking offer prices from adverts).  

 

All of the above-cited indexes grapple with methodological problems, relating either 

to the indexing method and sample selection (IRI, CTU) or to the scope and quality 

of the data (CSO). In the data file for the CSO index the sample of executed 

transactions is incomplete, only a small number of housing attributes are collected, 

and above all the index itself is released with a substantial delay (by as much as two 

years). The approaches used by the IRI and the CTU are based on advertised (offer) 

prices; data on real estate attributes depends on how truthful and exhaustive the 

information in the adverts is. Moreover, for the purpose of the index only ‘standard’ 

flats are used; the hedonic approach is not applied.  

 

The hedonic approach to measuring changes in house prices views the price of a real 

estate unit as the sum of the implicit (‘concealed’) prices of that real estate’s 

attributes (for example, the size of the flat, its age, the attractiveness of its location, 

and other attributes) and in this way it offers the best examination of residential real 

estate as a complex economic good. The following equation articulates the hedonic 

price model in its most general form: 

 

 5 

 RBLBSBY kji , where: 

 

Y  - price of the real estate unit; 

S - attributes of the given real estate unit (flat size,  number of rooms, 

etc.); 

L                 - location-specific attributes (the socioeconomic features of the 

location, accessibility to the workplace, etc.); 

R - region-specific attributes (the level of the region’s economic 

development, employment rate, etc.); 

     - model error component (residuals). 

 

The hedonic approach involves identifying the relationship between price-

determining factors (the real estate’s attributes) and price. This relationship is first 

tested for each component separately, that is, the relationship between the dependent 

variable and each explanatory variable, and only then are the multi-dimensional 

models capturing the interactive effect of all the explanatory variables on the 

dependent variable tested. If the relationships between the dependent and the 

explanatory variables are non-linear, a mathematical transformation is employed. 

Many explanatory variables enter the model, for instance, in quadratic, cubic, or 

logarithmic form or after a so-called gamma transformation, and even the functional 

form of the entire model is changed, usually by means of a semi-logarithmic 

transformation, where the dependent variable of ‘house price’ is replaced with the 

‘natural log of the housing price’.  

 

The advantage of using hedonic models to construct a house price index is that they 

are relatively best able to identify the net price change and control for the changes in 

the quality and structure of transactions occurring during the period to which the 

index pertains. Almost all the data on transactions can be used; this can be 

contrasted with the repeat sales index, which uses information on around just 20% of 

transactions on houses repeatedly sold. The main disadvantage of the hedonic index 

is the volume of observed data on individual real estate units that has to be 
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monitored. The more thoroughly price changes are to be cleaned of changes in the 

quality and structure of units sold, the more detailed the information on the attributes 

of real estate units that has to be monitored.  

 

A good way of obtaining reliable and comprehensive data records on real estate 

units and their close surrounding is to employ independent real estate appraisers, 

who make assessment of real estate for mortgage applications. Real estate appraisers 

are in a relatively independent position; their remuneration is not tied to the client’s 

interests. Unlike the information on the attributes of a real estate unit provided by 

real estate agencies, which have a stake in the transaction, the information recorded 

by an appraiser can be regarded as more reliable; often this information is verified 

by an internal auditing system of mortgage lender. The standardised, electronic form 

of records they use ensures that the records are complete - all the important fields in 

the appraisal form must be filled in, otherwise the appraiser cannot electronically 

submit the appraisal for processing. In real estate adverts it is common for there to 

be missing information on the various attributes of the real estate unit.   

 

For this reason, the source of data selected to construct the first hedonic price index 

in the Czech Republic was the database of residential real estate pledged to 

mortgage lenders operating in the Czech Republic. The objective of the project to 

construct this index was to create a dataset shared and saturated by all or a large 

portion of mortgage lenders in the Czech Republic. Bank data-sharing results in 

statistical models of much greater reliability, leads to more detailed monitoring of 

price trends in different market segments, eliminates the deviation caused by 

differences in the transaction portfolios of different banks, and generates lower unit 

costs.  

 

However, to achieve this objective, it was first necessary to establish a uniform 

format for electronic data collection that will be applied by all mortgage lenders, and 

this proved to be a very time-demanding process. In cooperation with Česká 

spořitelna, a.s., the second-largest mortgage lender in the Czech Republic (part of 

 7 

ERSTE financial group), in 2005 a new format for data collection was devised, and, 

at no small expense to the bank, which had to change its internal IT system, it began 

to apply this data collection form in 2007. After testing the hedonic models on data 

collected in 2007 and 2008, the number of relevant attributes in the data collection 

form was reduced to the 78 most significant attributes.  

 

In the spring of 2008 this form was also adopted by representatives of Hypoteční 

banka, a.s., the largest mortgage lender in the Czech Republic (part of KBC financial 

group). These two banks together hold approximately 50% of the total outstanding 

mortgage balance in the Czech Republic. In 2010 the price index was calculated for 

the first time using the shared data of these two biggest mortgage lenders in the 

Czech Republic. In 2013 two additional mortgage lenders entered the project: 

UniCredit Bank and Wüstenrot. The coverage of market by data used for index on 

the shared data increased to approximately 60% of outstanding mortgage balance.  

 

Other mortgage lenders are being invited into (or being informed about) the project 

on an ongoing basis through a working group set up within the Czech Banking 

Association. Despite our repeated requests the project received no financial support 

from the Czech National Bank, even though both it and the Ministry of Finance 

voiced their support for the project.1  

 

Given that real estate appraisers do not have at their disposal all the information on a 

given location or its accessibility, to calculate the hedonic models the data provided 

by appraisers and collected by mortgage lenders are supplemented with additional 

and regularly updated data on location and region specific attributes. The following 

data were supplemented to construct the hedonic models: selected data from the 

Population and Housing Census for each cadastre district based on sources from the 

                                                 
1 The costs incurred in connection with the establishing a uniform data collection format are mainly 
motivated by the need to revalue pledged real estate at regular intervals – and better and more reliable 
revaluations can be attained by sharing data. The resulting dataset is thus not used just for the price 
index, but also, and by the mortgage lenders especially, for automatic revaluations of pledged real 
estate.  
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Czech Statistical Office (percentage of the population with different levels of 

education; age structure of the population; the share of the housing stock built using 

panel technology); data on the average unemployment rate for each municipality 

(based on sources from the Ministry of Labour and Social Affairs); data on the 

average monthly number of recipients of means-tested social benefits (specifically 

recipients of the housing allowance and the child allowance) for each municipality 

(based on sources from the Ministry of Labour and Social Affairs); data on the 

population size for each municipality (based on sources of the Czech Statistical 

Office); data on the services and facilities available in municipalities based on the 

database of Statistics on Towns and Municipalities maintained by the Czech 

Statistical Office for each municipality (net migration, utilities the municipality is 

connected to, the range of cultural, educational, health and sporting facilities, the 

scope of housing development); and data on the number of self-employed for each 

municipality (based on sources from the Czech Statistical Office’s Register of 

Economic Entities).  

 

Using an ID number (the code of the cadastre or the code of the municipality) these 

external data are ‘automatically’ assorted into a data file on the prices and attributes 

of real estate units. Also included in the data file are the commuting distances from 

the municipality in which the real estate unit is located to regional capitals and to 

‘centres of employment’ – the fastest commuting route (in kilometres) and the 

fastest commuting time (in minutes) to the closest ‘centre of employment’ and the 

closest regional capital. ‘Centres of employment’ are defined as municipalities with 

more than 15,000 inhabitants. Technically the above-mentioned commuting 

distances were obtained from publicly accessible map websites using a script 

generating departure and destination points.  

 

In order to prevent the systematic deviation of the results of hedonic regression 

models due to the inclusion of cases with extremely high or extremely low values 

(so-called ‘outliers’), a group of key variables is identified for each of the individual 

segments of residential real estate (flats, family homes, land) and also for the 

 9 

individual regions of the Czech Republic, and using these variables real estate units 

with extreme values are mechanically excluded from dataset. For flats the key 

variables are usually the size of the flat (floor area in m2), unit price (price per m2 of 

floor area), and total flat price.  

 

Figure 1 provides a clear illustration of the approach used to establish the limits for 

excluding extreme values and at the same time ensuring that one of the basic 

assumptions of regression modelling is met: that exogenous variables have normal 

distributions. The observed values of the relevant indicator (in this case the floor 

area of the flat) are plotted in relation to the axis of the ideal normal distribution. 

Figure 1 shows that flats with a floor area greater than approximately 140 m2 are 

much further from the size of floor area of the other flats in this segment, so in this 

case a floor area of 140 m2 was selected as the maximum floor area for flats included 

in the regression model.  

 

Figure 1: Mechanical filtering – the Central Bohemia Region, flats, 

municipalities with a population of up to 4,999 inhabitants 
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After excluding real estate units with extreme or irregular values, supplementary use 

is made of a statistical filtering method. Statistical filtering is based on an analysis of 

residuals, i.e. the differences between the observed values of the dependent variable 

(estimated prices or their logarithm) and values predicted by the model. The 

regression model is calculated with the aim of identifying outlying observations, and 

these observations are not entered into the calculation of the regression model in its 

final form in the second step. Whether the observations are outliers is determined on 

the basis of the size of the deviation of the real price of the flat and the price 

predicted by the model. This is a standardised residual (Studentized residual), which 

is determined as the absolute value of the difference between the estimated price and 

the price predicted by the model divided by the estimated standard deviation of the 

residual for the given flat. In order to identify extreme and outlying observations, a 

maximum ‘cut-off’ level for the absolute value of the residual has to be established. 

No general recommendations exist on how to establish this cut-off level, so it is 

determined empirically in reference to the number of excluded real estate units (the 

cut-off rate must not be too high) and in reference to the results of the model (the 

explanatory and predictive power must be satisfactory). 

 

The hedonic price index is constructed with data that have been cleaned from 

outliers and supplemented as described above. The hedonic price model is computed 

for the Czech Republic as a whole (the regions are represented just in the form of 

input dummy variables) and it is maintained in terms of the structure throughout all 

time periods; only parameters are regularly recalculated. Depending on the length of 

the period under observation, a price index can be monthly, quarterly, semi-

annually, and so on; for the time being, a quarterly index was applied on mortgage 

lenders data in the Czech Republic. 

 

There are basically three ways in which the factor of time can be incorporated into 

hedonic price models and the price index can be built. The easiest way, but also the 

one most criticised, is to use the so-called pooled time-dummy method. The 

 11 

principle of this method involves calculating a single regression equation from the 

shared data file for multiple observed periods. Here, alongside the individual 

attributes of real estate units and attributes of location, time is included in the 

equation in the form of dummy variable. This approach, however, implicitly 

assumes that the change in prices over time is manifested in equal proportions across 

all the real estate attributes in the equation and thus that there is no change in the 

implicit prices of individual attributes over time.  

 

The second approach is the so-called adjacent-period time-dummy method. The 

principle of this method involves calculating the regression equation from the shared 

data file for just two successive periods. The implicit prices of individual real estate 

attributes would be different for each of the equations, i.e. there would be some 

relaxation of the rigid assumption that the implicit prices of individual attributes 

experience no change. That rigidity, however, is only relaxed to some degree. The 

third and by far most flexible approach is the so-called hedonic imputations method. 

Using this method, as many regression models as there are periods for which a price 

change is to be determined are calculated. In this case there is no dummy variable 

representing time in the regression equations and the restriction on changes to the 

implicit prices of the individual real estate attributes is entirely eliminated. The 

equation coefficients, that is to say, the implicit prices of individual attributes, can 

differ over time.   

 

Generally it could be said that the advantage of the first two methods using a time 

dummy variable derives mainly from the fact that the regression models are 

calculated from shared data files, i.e. from the largest sample of real estate units, and 

this helps make the parameters of the estimated models more robust. The 

disadvantages have already been discussed: the main disadvantage remains the 

rigidity attached to determining the implicit prices of individual attributes, and the 

lack of adaptability to structural changes in supply and demand in the residential real 

estate market that could occur in the future.  
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For the reasons cited above, the hedonic imputations method was used to create a 

hedonic price index based on the data from mortgage lenders in the Czech Republic. 

However, in such a case it is necessary to ensure that potential changes in the 

structure of observed real estate units between periods are adequately controlled for 

and this is done with the help of weighting (mix adjustment). In other words, before 

finally comparing average real estate prices, it is first necessary to weight house 

prices for each combination of real estate attributes. Usually these weights are 

calculated from the moving averages of the total number of transactions in different 

segments over the past several years. These can be derived either from the data of 

the mortgage lenders or from the data of the cadaster offices. If no such aggregated 

data exist – which was the case in the Czech Republic – it is possible to use census 

data. The disadvantage of using the census is generally that it is impossible to adjust 

the weights continuously to the changing structure of the housing stock over time. 

However, because no other option was available, data from the 2001 census were 

firstly used to create the weights. In 2013, i.e. after three years of operating the index 

on the shared data, transaction weights were computed on sample of all transactions 

monitored between 2010 and 2012 and the transaction weights are going to 

substitute census-based weights in the last quarter of 2013. Transaction weights will 

be recomputed each year in the form of a three years moving average.  

 

Compared to the Czech Statistical Office price index, the hedonic price index based 

on data from mortgage lenders offers: 

 

 Up-to-date information – the index is calculated quarterly and the results of 

the calculation are usually released within three weeks of the end of the 

given quarter. The CSO index can never attain this standard. The CSO 

transaction price index has more than a one-year delay, and even after that it 

is substantially adjusted owing to later additions to the dataset;  

 A vast dataset with which to create the index – the index is created on 

detailed data on the individual attributes of real estate that are obtained 

directly from independent appraisers based on their viewing of the real 
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estate. The dataset itself contains large number of real estate attributes, which 

makes it possible to reliably apply the hedonic approach. The CSO index 

contains very few attributes and the application of the hedonic approach is 

limited; 

 A high quality of data, and an index based on appraised (real) and not offer 

prices – the dataset relates to real transactions and is created by independent 

appraisers; it does not relate to offer prices or information from developers or 

real estate agencies; 

 Sustainability of the index methodology – the data collection is done using 

methods that should basically remain unchanged in the future (the principles 

of mortgage lending, real estate appraisals). On the other hand, the stamp 

duty could be eliminated in the future for political reasons – then the dataset 

required to create the CSO index would no longer exist. 

 

Figure 2 shows the price index on the shared data (data of all mortgage lenders 

participating in the project) for different residential market segments: apartments 

(flats), detached houses and building plots. The figure clearly shows the price drop 

for apartments, price stagnation for detached houses and price increase for building 

plots during preceding three years. However, given that the second mortgage lender 

(Hypoteční banka) did not join the project until 2010, the results of the hedonic price 

index for apartments based only on the data of Česká spořitelna are also presented 

(Figure 3). With this time series it is possible to analyse the impact of the global 

economic crisis on prices of apartments in the Czech Republic because the co-

operation with Česká spořitelna, the second largest mortgage lender, has started 

already in 2007.  

 

Table 1 presents the fit of the hedonic regression price models used for computation 

of Česká spořitelna index: the adjusted R-squared and average deviation between 

real and estimated price for all the hedonic models since the start of price 

observations (Q4 2007). The index results show the decrease in prices of flats 

between Q3 2008 (the index value of 110) and Q3 2013 (the index value of 90). 
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Compared to the situation in many other countries the decrease in apartment prices 

is not particularly dramatic. Furthermore, the prices of detached houses did not 

change and prices of building plots actually increased during this period. 

 

Figure 2: Hedonic price index on the shared data (Q1 2010 - Q3 2013) 
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Figure 3: Hedonic price index for apartments, Česká spořitelna index (Q4 2007 

– Q3 2013) 

 
 
Table 1: The fit of the hedonic price models, apartments, Česká spořitelna 
index (Q4 2007 – Q3 2013) 
Quarter Adj. R2 Deviation (%) 
Q4 2007 88.8 12.5 
Q1 2008 90.1 11.8 
Q2 2008 89.5 11.7 
Q3 2008 89.9 12.0 
Q4 2008 89.3 12.2 
Q1 2009 87.4 12.1 
Q2 2009 90.0 12.0 
Q3 2009 89.5 12.1 
Q4 2009 90.7 11.9 
Q1 2010 89.7 11.2 
Q2 2010 90.1 12.3 
Q3 2010 90.6 11.6 
Q4 2010 90.2 11.4 
Q1 2011 88.3 12.7 
Q2 2011 88.0 12.1 
Q3 2011 89.9 12.1 
Q4 2011 89.5 12.4 
Q1 2012 90.4 12.5 
Q2 2012 90.4 12.4 
Q3 2012 89.4 12.4 
Q4 2012 88.7 12.7 
Q1 2013 88.5 14.2 
Q2 2013 89.0 14.5 
Q3 2013 90.4 13.8 
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Analysis of the impact of the economic crisis on housing and mortgage 
markets  
 

The second goal of this paper is to answer the central question: what factors explain 

the impact of the global economic crisis on mortgage and housing markets in the 

Czech Republic?  

 

An analysis of markets and their reactions to external economic shocks may be 

framed in the terms of both neoclassical and institutional economic theory. 

Neoclassical economics applies the concepts of market efficiency and market 

equilibrium. Ideally, markets provide an optimal allocation of resources on the basis 

of consumer sovereignty. Differences in the performance of housing markets can be 

explained by differences in the size of the markets, the macroeconomic environment 

(such as inflation, the interest rate, unemployment), the existence of specific 

constraints (such as land or credit availability), market inefficiencies (such as 

monopolistic competition), and market regulations (such as the given legal 

framework). Consequently, the impact of the global economic crisis on mortgage 

and housing markets should be examined through an analysis of these ‘universal’ 

aspects of the economy and markets.   

 

In contrast, institutional economists emphasise the importance of a specific 

institutional context, that is to say, the behaviour of organizational and individual 

actors embedded in specific cultural and social norms. Such norms are seen to be the 

product of decades of social interaction oriented towards solving the social, 

economic and political problems of a particular society (North 1991, Hodgson 

2006). One of the key concepts of this theoretical approach is institutional 

equilibrium, which occurs when there is of no advantage to any market participants 

to take on the costs connected with altering existing contracts. Institutional 

equilibrium does not represent only ‘universal’ free market equilibrium. This is 

because in different historical and cultural contexts diverse institutional equilibriums 

will emerge. This is also the reason why the same global (exogenous) change will 

affect any pair of countries in different ways. In other words, the economic life of 
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markets is territorially embedded in social and cultural relations. Consequently, the 

observed impact of the recent global economic crisis on housing and mortgage 

markets should be explored through an analysis of the wider institutional and 

cultural context of Czech society.  

 

Both neoclassical and institutional economics can enhance our understanding of 

market reactions and performance. Consequently, we can formulate two hypotheses 

that reflect the main causal mechanisms postulated by each of these economic 

theories, i.e. neoclassical and institutional economics, respectively.  

 

H1 The impact of the global economic crisis on the mortgage and housing markets 

in the Czech Republic is explained by the macroeconomic environment, that is, 

for instance, by inflation, and the features of market regulations, such as the 

existence of regulations that expand or constrain the supply of mortgage credit.  

 

H2 The impact of the global economic crisis on the mortgage and housing markets 

in the Czech Republic is explained by the wider institutional factors that 

influence the behaviour of market actors. Here the focus is on the institutional 

development of a housing system and housing tenure choice.   

 

The impact of the economic crisis on the mortgage and housing markets itself will 

be measured by examining changes in house prices and the default rate among 

mortgage borrowers that emerged during the crisis period, i.e. between 2008 and 

2012.  

 

The Czech Republic’s macroeconomic performance was generally very good before 

the economic crisis (2008). This is demonstrated by the fact that the Czech Republic 

maintained a high GDP growth with a relatively low public budget deficit and public 

debt. The Czech Republic also had a low inflation rate, low inflation volatility and a 

high household savings rate (Table 2). Inflation and the savings rate have important 

macroeconomic consequences on interest rates, including the rates charged on 
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mortgage loans. In the Czech Republic the real (after-inflation) interest rate on local 

currency deposits was negative between 2004 and 2008. This fact, together with the 

low inflation rate, allowed Czech mortgage lenders to offer low interest rates on 

local currency (CZK) mortgage loans. From 2005 to 2008, the average nominal rate 

on local currency loans was around 4-5% p.a.; for loans in the local currency for a 

five-year to ten-year fix period the average rate was around 5% p.a.  

 

Table 2: Contextual information, selected indicators (2005 – 2008) 

Socio-economic indicators Years 

 2005 2006 2007 2008 
Economic indicators     

GDP per capita in PPS (EU-27 average =100) 75.9 77.0 80.1 80.4 
Growth of real GDP (%, y/y, real) 6.3 6.8 6.1 2.5 
Household consumption (%, y/y, real) 2.5 5.0 4.8 3.6 
Inflation rate (CPI, %, annual) 1.9 2.5 2.8 6.3 
Unemployment rate (ILO, %, average) 7.9 7.1 5.3 4.4 
Gross household saving rate 8.2 9.6 10.9 10.4 
Total of housing savings (billions EUR) 11.1 12.7 13.9 16.1 
Monetary base M0 (%, y/y) 11.4 11.9 10.0 12.8 
M1 (%, y/y) 13.4 14.7 15.7 9.7 
M3 (%, y/y) 11.1 13.8 16.7 13.1 
General government deficit (surplus) / GDP (%) -3.6 -2.6 -0.7 -2.7 
General government debt as a % of GDP 29.7 29.4 29.0 30.0 

Income distribution, poverty rate     
Income distribution: Gini 26.0 25.3 25.3 24.7 
At-risk-of-poverty rate (%) 10.4 9.8 9.5 9.1 

Demography     
Population (millions) 10.202 10.207 10.234 10.267 
Proportion of population aged 25-49 years (%) 36.9 36.9 37.0 37.1 
Proportion of population aged 65 and over (%) 14.2 14.4 14.6 14.9 
Live births per 1,000 inhabitants 10.0 10.3 11.1 11.5 
Natural growth per 1,000 inhabitants -0.6 0.1 1.0 1.4 
Total fertility rate 1.28  1.33  1.44  1.50  

Note y/y denotes year-on-year change generally expressed in percentage points.  
Source: Czech Statistical Office, Hungarian Central Statistical Office, Czech National Bank, 
National Bank of Hungary, Ministry of Finance of the Czech Republic, Eurostat 
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Figure 3: Share of total loans and share of housing loans out of GDP in current 
prices (1995-2012) 

 
Source: Czech National Bank, Czech Statistical Office, own calculations. 

Owing to low inflation combined with low local currency deposit/loan rates, the 

Czech mortgage loan portfolio contained a high share of fixed-rate mortgages (43% 

of all mortgages granted in 2008) and a marginal share of foreign currency loans 

(0.06% of all mortgages granted in 2008). The outstanding mortgage balance as a 

share of total GDP increased very steadily until 2001, but due to interest rate drops 

and deregulation of mortgage market (2004) it grew sharply between 2001 and 2008 

and continued to grow until today (Figure 3). 

 

Owing to high house price appreciation during the boom period (between 2000 and 

2008 house prices increased by 123% according to the Czech Statistical Office price 

index) the attractiveness of the main substitute for owner-occupied housing, namely 

private rental housing with market rents, grew in the eyes of potential tenants. This 

is because market rents did not follow the same path of appreciation as house prices: 

the rent-to-price ratio in fact dropped substantially from 9 in 2000 to 5 in 2008. 

Private rental housing thus became more affordable and began to be characterized 

by more competition and a more broadly segmented supply (Lux and Sunega 2010).  
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In addition, the stock of public housing did  not become marginalized: owner-

occupied housing represented ‘only’ 61% of the housing stock (77% with housing 

cooperatives) and rental housing 23% of the housing stock in 2008 (13% private and 

10.2% public rental housing).2 In general, tenure choice was not as constrained as in 

other post-socialist states with ‘super-homeownership’ housing systems, and rental 

housing stock offered an adequate alternative of housing for those on lower or 

unstable incomes. 

 

After Lehman Brothers filed for bankruptcy protection in the US on September 15, 

2008, the ensuing uncertainty generated in the global financial markets and the 

simultaneous credit crunch had an immediate effect on financial markets in Central 

and Eastern Europe (CEE). In the Czech Republic, in late September and October 

2008, there was a substantial drop in activity in the interbank money market, an 

increase in the volatility of exchange rates, with the Czech Crown (CZK) 

depreciating continuously as a result of reduced investor confidence in the whole 

CEE region until the second quarter of 2009, and a slump in the stock market. The 

Czech National Bank (CNB) reacted by lowering basic rates. For example, the rate 

for advances on collateral decreased cumulatively from August 2008 to December 

2009 by 2.75 percentage points. However, these steps had only a limited effect on 

interbank money market rates and consequently on interest rates for mortgage loans. 

The monetary policy mechanism linking national bank rates to commercial rates was 

disrupted and risk premiums increased substantially.  

 

Instead, banks tightened their loan conditions. In practice this meant that the loan 

financing of new housing development projects de facto stopped, and mortgage 

loans for households were tightened with the addition of a maximum loan-to-value 

ratio or by imposing a minimum income requirement on all new loan requests. The 

                                                 
2 There are several factors that explain this more balanced tenure structure, such as: (1) the non-
existence of a central right-to-buy policy (mass, quick and centrally directed privatization of public 
housing to the ownership of sitting tenants), and (2) strong public support for the restitution of 
housing stock in the Czech Republic during the early phases of the post-communist transition 
process. Support for public rental housing construction after 1990 is also of some relevance in this 
respect.  
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‘innovative’ mortgage products of the boom period (see Sunega and Lux 2007) 

quickly disappeared from the market, although formally banks continued to offer 

these products to customers. Owing to liquidity constraints there was a real danger 

of a run on Czech banks. This spurred the Czech government to increase state 

guarantees for deposits from EUR 25,000 to 50,000 in October 2008. In February 

2010 the government doubled this state guarantee for deposits to EUR 100,000. 

 

In 2008 the year-to-year GDP increase was only 2.5% (after 6-7% annual GDP 

growth between 2005 and 2007) and the economic recession, which started during 

the final quarter of 2008, led to an annual decline in GDP of 4.5% in 2009. In 2010, 

GDP increased by 3.1%, in 2011 by 1.8% but in 2012 it dropped again by 1%. 

However, the overall macroeconomic situation remained relatively stable in the 

Czech Republic. In 2009 annual inflation dropped to 1% (remained at the 1.5% level 

in 2010, 1.9% in 2011 and increased only in 2012 to 3.3%) and registered 

unemployment increased from 6% in 2008 to 9.2% in 2009 (and remained almost at 

the same level in 2010, slightly decreased to 8.6% in 2011 and increased to 9.4% in 

2012). 

 

In 2009 it became evident that the financial sector was in a healthy state, and despite 

the credit crunch Czech banks remained profitable. No Czech bank was taken over 

or went bankrupt during 2008-2010. It should be noted in this respect that the Czech 

Republic is one of the few new EU member states whose banking sector is 

independent of external financing, despite the fact that almost all the banks are 

owned by foreign capital (CNB 2009). The main reason for this situation is the high 

ratio of deposits to loans resulting from the comparatively high savings ratio of 

Czech households.  

 

Figure 4 shows the trend in the default rate for all loans and housing loans 

(Bausparkasse and mortgage) separately. The default rate decreased between 2002 

and 2008, increased in 2009 and 2010 and remained more or less stable in 2011 and 

2012. During the global financial crisis and the economic recession in the Czech 
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Republic, the default rate on housing loans increased from 1.6% in 2008 to 2.5% in 

2009 and to 3.4% in 2012. The acceptable increase was partly due to the relatively 

conservative lending conditions applied by Czech mortgage lenders until 2006, but 

more likely stemmed from the high share of fixed rate mortgages and the marginal 

share of foreign currency mortgages.  

 
Figure 4: The default rate for the balance of total loans and the default rate for 

the balance of housing loans (2002-2012) 

 
Source: Czech National Bank 

 
Tighter loan conditions, decreasing household demand, falling exports, general 

economic recession and growing uncertainty in the labour market resulted in a drop 

in apartment prices (by 17% between 2008 and 2012 in nominal values according to 

the Česká spořitelna price index). However, prices of detached houses practically 

did not change and prices of plots increased by 10% in the same period. 

  

The Czech government’s response to the economic crisis in the financial sector, 

beyond the above-mentioned higher state guarantees for deposits, was limited. There 

were no mortgage rescue schemes, no special income support for highly leveraged 

borrowers, no new regulation of the banking sector, and nor moratorium on 

 23 

repossessions either. The only government measures implemented were the 

postponement of rent deregulation in a number of larger Czech cities (the target date 

for full rent deregulation in 2010 was postponed to 2012), and the introduction of 

state guarantees for loans to housing developers building rental housing (however, 

there are very few rental housing development projects). Several employment policy 

measures such as tax incentives for employers with low-wage employees and 

measures designed to cut the public budget deficit were also introduced, but they did 

not directly or significantly influence the situation in the housing market. 
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Conclusions 
 
We described the background and the methodology for calculating the hedonic 

house price index based on data from Czech mortgage lenders, which is being 

gradually established since 2005. The price index built on data from mortgage 

lenders uses independent appraisals and supplement this database with information 

on region and location specific attributes (including commuting distances and 

times); it applies hedonic imputation method and both mechanic and statistical 

filtering to exclude outliers from the dataset. The price data are finally weighted for 

each combination of main characteristics; weights were derived from the census 

until 2013 and will be derived from transactions themselves since 2014. Since 2010, 

the dataset for price index is saturated by two leading Czech mortgage lenders and 

since 2013 by additional two smaller mortgage lenders, with about 60% total share 

on outstanding mortgage balance. The Česká spořitelna price index is suitable for 

measuring the current impact of the economic crisis on house prices. The impact of 

global economic crisis on mortgage and housing markets has been measured by 

trends in house prices and mortgage default rate. We showed that the impact of crisis 

on housing and mortgage markets in the Czech Republic was relatively mild up to 

now.  

 

Our first hypothesis postulated that the impact the global economic crisis had on the 

mortgage and housing markets is explained by the macroeconomic environment and 

market regulations. This hypothesis, which is based on neoclassical economic 

theory, is confirmed by the empirical evidence presented in the preceding section. 

The Czech economy went through an economic crisis before in 1997-1998 and made 

significant fiscal and structural adjustments during the 2000 to 2002 period. In 2008, 

the Czech Republic had a high household savings ratio, low inflation and low 

inflation volatility. Czech mortgage lenders were consequently not dependent on 

external financing and could accumulate resources with relatively low deposit rates. 

The supply of credit consisted almost exclusively of local currency denominated 

mortgage loans and high share of fixed-rate mortgages; the interest rates for local 

currency mortgage loans remained low (between 4-5% p.a.).  

 25 

 

Consequently, the economic factors that helped Czech mortgage market and banking 

system to remain in healthy conditions are following: (a) very short period of 

intensive mortgage boom before the crisis; (b) sufficient finance sources from 

deposits and mortgage bonds (also thanks to traditionally high household savings 

rate); (c) the rather low total indebtedness of Czech households; and (d) the fact that 

mortgage loans were denominated in local currencies and were mostly with fixed 

interest rates (thus well protecting borrowers from interest and exchange rate risks). 

  

Our second hypothesis outlined above contends that the impact of the global 

economic crisis on the mortgage and housing markets is explained by wider 

institutional factors that influence the behaviour of market actors. Here emphasis is 

given to how the national housing system emerged and evolved. The evidence 

showed that in the Czech Republic the housing tenure structure remained balanced 

with relatively high shares of both public and private rental housing (while in many 

other post-socialist states public housing was marginalized and private rental 

housing now forms a small and high-priced sector). The yields (rent-to-price ratio) 

from residential rental investments dropped substantially and quickly, making rental 

housing a real alternative to owner-occupied housing. Housing subsidies in the 

Czech Republic, though also biased towards owner-occupied housing, have in the 

past also included support for public rental housing. This meant that new households 

on low or unstable income were not forced to become home-owners and had other 

tenure alternatives from which to choose permanent housing – the default rate thus 

remained relatively low even during the crisis period. From a comparison with 

Hungary (Hegedüs et al. 2011) it seems that this factor can explain an important part 

of the differences in the impact of the global economic crisis on the default rate and 

house prices between these two states.  

 

In sum, the evidence presented above suggests that the second hypothesis can be 

accepted, with two caveats: the methodology used in this paper restricted the 

generality of the institutional mechanisms identified, and it was impossible to take 
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full account of other competing explanations. With these caveats in mind, there are 

still strong grounds to conclude that there are factors originating in the broader 

institutional frameworks (i.e. housing tenure policies and the development of 

housing systems) that explain the impact of the global economic crisis on the 

housing and mortgage markets in post-socialist states. In short, a full understanding 

of the impact of the global crisis requires a neoclassical explanation supplemented 

with an institutional account for otherwise puzzling features. 
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Abstract 

The literature abounds with arguments regarding the relevance of  reliable measurement of 

home prices. The correct measurement of home price growth is very important due to deci-

sions taken by various economic agents and the impact of these decisions on the current  

situation in the domestic economy and its development. 

The construction of a reliable home price index is a challenging task mainly due to the 

nature of the housing market and housing itself and availability of relevant data sources con-

cerning this market. The most important issues which have to be addressed by a researcher 

involved in the measurement of home price trends, are mainly connected with the following 

two features of a good called housing and the housing market itself:  heterogeneous nature 

of a housing good (there are no two  identical housing goods) and rare turnover in housing 

stock (that is, relatively small number of transactions as compared to the housing stock vol-

ume). 

This paper presents solutions to the abovementioned problems. Especially, the paper 

shows the construction of the hedonic house price index for Poland and describes in detail ts 

modeling on NBP BaRN data. 

  

3 

 

1. Preface 

The literature abounds with arguments regarding the importance of reliable meas-

urement of home prices. In the past decade, a  number of international research bodies were 

set up dealing with the problem of reliable measurement of home price growth.1 Satisfactory 

arguments  supporting  the importance of reliable measurement of home price growth are 

given by Pollakowski and Meese and Wallace (1995, 1997 after: Prud'Homme et al. 2004). 

These include: 

• home price growth is a key indicator of the situation in local markets; 

• demographic decisions of the society, such as migration decisions and the choice of city 

and out-of-city residence are dependent on price trends in the housing market; 

• residential properties are used as mortgage loan collateral; hence, home price trends are 

related with the valuation of risk borne by banks and other institutions financing  the hous-

ing market ; 

• potential homebuyers and investors are driven by home price growth in their search for 

property with price growth potential; 

• makers of various kinds of economic policies based on price trends in the housing market, 

evaluate the merits of envisaged programmes such as housing schemes; 

• correct measurement of real estate prices is necessary in the valuation of the aggregate as-

sets in the economy; 

• correct measurement of real estate prices is necessary to understand investment behavior 

in the economy and assess the effectiveness and cyclical nature of real estate markets. 

 

To sum up, correct measurement of home price growth is very important due to deci-

sions taken by economic agents and the impact of these decisions on the current  situation in 

the domestic economy and its development. Such decisions are taken by:  

• households,  

• corporations and banks,  

                                                      

1 Such bodies are set up within such organization as the OECD, BIS, IMF, Eurostat, central banks and 
statistical institutes. 
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• policy makers, including in particular: housing, monetary (including macro-

prudential and financial stability), social and urban policies. 

 

  

5 

 

2. Measurement of home price growth - adjustment for quality changes  

Construction of a reliable home price index is a challenging task mainly due to the na-

ture of the housing units, housing market and availability of relevant data sources concern-

ing this market. The most important issues which have to be addressed by a researcher ana-

lysing home price trends, are those connected with the following two features of a housing 

good and the housing market itself:  

1. heterogeneous nature of a housing good (there are no two  identical housing 

units)  

2. low turnover rate in housing stock (that is, relatively small number of transac-

tions as compared to the housing stock volume). 

The above features determine two main issues associated with the construction of a 

reliable price index. The first issue concerns a change (difference) in the quality of the ana-

lysed housing units. The second one is representativeness of the index resulting from repre-

sentativeness of the data sample.  

Due to the heterogeneous nature of housing units and low turnover in housing stock, 

it is not possible to compare "like with like” in two different time periods. In particular, it is 

impossible to obtain the COLI-type index (cost of living index) - with fixed utility that sold 

dwelling units represent to their owners. Therefore, while constructing house price indices 

special attention should be paid to the index adjustment to reflect varying quality of goods 

sold (quality adjustment) resulting from heterogeneity of housing. A reliable index of house 

prices should adjust for changes (differences) in the quality of housing units sold in dif-

ferent periods. Such an index will be considered to express the "pure" price change. 

The discussed issue of price index quality adjustment concerns various types of het-

erogeneous and rapidly changing goods. Therefore, it was widely studied in the context of 

the commonly used price indices  such as the CPI or PPI . The affair of the so-called Boskin 

Commission 2 revealed that biases of  price indices, caused, among other things, by non-

                                                      

2 The so-called Boskin Commission, officially referred to as "The Advisory Commission to Study the 
Consumer Price Index", was set up by the United States Senate in 1995 with the aim to study possible 
biases in the computation of the commonly used measure of inflation - the CPI. The main conclusions 
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1. heterogeneous nature of a housing good (there are no two  identical housing 

units)  

2. low turnover rate in housing stock (that is, relatively small number of transac-

tions as compared to the housing stock volume). 

The above features determine two main issues associated with the construction of a 

reliable price index. The first issue concerns a change (difference) in the quality of the ana-

lysed housing units. The second one is representativeness of the index resulting from repre-

sentativeness of the data sample.  

Due to the heterogeneous nature of housing units and low turnover in housing stock, 

it is not possible to compare "like with like” in two different time periods. In particular, it is 

impossible to obtain the COLI-type index (cost of living index) - with fixed utility that sold 

dwelling units represent to their owners. Therefore, while constructing house price indices 

special attention should be paid to the index adjustment to reflect varying quality of goods 

sold (quality adjustment) resulting from heterogeneity of housing. A reliable index of house 

prices should adjust for changes (differences) in the quality of housing units sold in dif-

ferent periods. Such an index will be considered to express the "pure" price change. 

The discussed issue of price index quality adjustment concerns various types of het-

erogeneous and rapidly changing goods. Therefore, it was widely studied in the context of 

the commonly used price indices  such as the CPI or PPI . The affair of the so-called Boskin 

Commission 2 revealed that biases of  price indices, caused, among other things, by non-

                                                      

2 The so-called Boskin Commission, officially referred to as "The Advisory Commission to Study the 
Consumer Price Index", was set up by the United States Senate in 1995 with the aim to study possible 
biases in the computation of the commonly used measure of inflation - the CPI. The main conclusions 
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adjustment for changes in the quality of goods can be considerable and can have serious eco-

nomic consequences. The works of the Commission (Boskin et al. , 1996; 1998) show that the 

CPI in the United States was overstated in relation to the actual cost of living (COLI index) 

by approx. 1 % annually and in 1979 - 1995 by as much as approx. 1.3 % per year. The cumu-

lative effect of the several years’ revaluation would have, as argued by professors of the 

Boskin Commission, huge implications for the U.S. economic policy.  Other interesting stud-

ies pointing to biases of price indices resulting from the substitution effect and changes in the 

quality of the analysed goods are cited by Hałka and Leszczyńska , 2010. 

The problem of adjustment for quality changes in home price indices is usually 

solved, provided all relevant data are available, by the use of empirical hedonic models. A 

price index, which relies, in any way, on the information from the hedonic model is called a 

hedonic index (Triplett 2006). Another method to address changes in quality is to use the 

repeated sales index. This method may be applied in countries with very flexible labour and 

housing markets, where houses or apartments change their owners relatively quickly (e.g. 

the United States). Then, in order to investigate house price change, prices of resold housing 

are compared. This method is criticized mainly for failing to take account of changes in the 

quality of resold residential properties (refurbishment and improvements performed in the 

meantime) and for the sample selection bias (properties of inferior quality or specifically lo-

cated properties are usually sold quickly). 

  

                                                                                                                                                                      

of the Commission's work were presented in a report entitled "Toward A More Accurate Measure Of 
The Cost Of Living" (see Boskin et al., 1996). 

7 

 

3. Source of data  

The issue of appropriate measurement of home price growth is inextricably linked to 

the availability of relevant data. Despite its simplicity, the concept of hedonic adjustment for 

quality changes cannot often be implemented due to the lack of relevant data bases contain-

ing both, information on house prices and a description of the most important house charac-

teristics. These should include a full address to enable accurate house geocoding and analy-

sis of spatial relationships (use of methods of spatial econometrics or extension of the list of 

price factors to include specific characteristics of a particular location).  

For the purpose of signal- analysis and monitoring of price trends across countries, in 

practice, very different sources of information about residential real estate are used. They 

differ not only in the scope of house description (characteristics) but also in the frequency of 

accumulation of observations and sources of original information. Typically, the collected 

information can be divided according to their source of origin (Łaszek , Widłak 2008) as fol-

lows: 

•  notarial deeds,  

 real estate agencies,  

•  tax statistics,   

•  database associated with common taxation of real estate,  

•  data collected by the banking system (valuation and transaction data),  

•  appraisals and individual research. 

These sources have their advantages and disadvantages. Considering the theoretical 

hedonic model that is basis for quality adjustment in price indexes, transaction data are the 

most appropriate one. Only those data are the result of preferences and decisions of both 

parties to the transaction - the seller and the buyer. Unfortunately, in most countries prob-

lems associated with the analysis of transaction prices result from price understatement in 

notarial deeds, done for tax evasion purposes, and delays associated with legal and adminis-

trative procedure of home purchase and signing the final notarial deed (notarial deed is usu-

ally signed much later than the original agreement on prices is reached - and therefore the 

price stated in the notarial deed reflects current market prices with a time lag). 
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Very often due to problems associated with transaction data, asking price data are 

used. In such a situation it should be remembered that unlike transaction prices, they reflect 

only one side of the market –preferences of the seller. It seems that in the model terms,  the 

asking price is determined solely by the utility function of the seller. This means that if the 

transaction price of housing is actually the result of supply and demand force, the asking 

price reflects the supply side of the market only. The microeconomic hedonic model of price 

formation in the housing market (see para . 3.2 ) assumes that the price is the result of supply 

and demand for a particular good. Therefore, in order to analyse the actual price trends in 

the housing market it is best to use transaction prices. 

In the situation of imbalance in the market, namely demand exceeding supply, asking 

price growth may be a good approximation of trends in transaction prices. During periods of 

strong price increases caused by excessive demand as compared with supply, asking price 

levels actually get closer to transaction prices. For example, in Poland this phenomenon was 

observed in 2005-2007 in the seven largest cities (see NBP 2010, 2011, 2012). In the situation 

where the market is close to equilibrium,  as a rule, the level of asking prices is higher than 

the level of transaction prices; sellers take into account buyer’s readiness to negotiate and 

deliberately inflate the asking price above the expected transaction price. The asking price 

index can serve as a leading indicator in the assessment of housing market situation and, in 

the absence of transactional data, can be used to evaluate market price trends. 

Appraisals, particularly those made in the banking sector, intended to estimate the 

value of collaterals of mortgage loan portfolio are becoming an increasingly common source 

of information in home price research. Yet, this source does not seem appropriate as it does 

not reflect true market information. Property valuation is always connected with the subjec-

tive role of the property appraiser, and hedonic models based on data from this kind of 

source reflect weights attributed to individual characteristics by property appraisers rather 

than implicit prices of property characteristics determined by real supply and demand forc-

es. 
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4. Index for Poland  

Due to the lack of relevant data, Poland’s experience in computing the home price in-

dex is very limited. Since 2006, Narodowy Bank Polski  has studied housing prices, among 

other things, in order to obtain reliable measurement of price trends. Until now, the studies 

have focused on choosing an appropriate index construction method and on analyzing dif-

ferent hedonic methods for quality adjustment. Below, we have presented the research re-

sults for the Warsaw market and 16 voivodship cities. The findings for Poland’s largest hous-

ing market, Warsaw, help us to choose the hedonic method for quality adjustment. At the 

beginning four different methods of computing hedonic price indices were presented: impu-

tation method (M4), characteristics price method (M3) and methods based on time dummy 

variables of adjacent periods (M2) and pooled (all periods) approach (M1).3 Then, using the 

method of time dummy variables (M1) we estimated the aggregate index for other 15 cities – 

voivodship capitals, where NBP monitoring of real estate prices is conducted. 

The following analysis relies on the data collected by NBP, which monitors both ask-

ing and transaction prices in the housing markets of Poland’s largest cities. The presented 

price index concerns transactions in the secondary housing market. 

Tables 2 and 4 show the results of selected hedonic models, which were used to de-

termine the indices. The models tested, at the same time, the impact of the so-called  spatial 

variables related to the characteristics of the neighborhood and the wider environs of the 

property. Out of 28 different spatial indicators for Warsaw, finally 13 indicators in model M1 

and 6 in model M4 with a bigger number of degrees of freedom, were considered  important 

and having an economically reasonable value. It should be remembered that the estimates 

for these variables are subject to an error, since the geocoding of the properties was done 

with an accuracy to the street midpoint (the NBP data base does not contain accurate address 

data of the properties; the study included streets which are maximum 3 kilometers long). 

Among numerous estimated models, it was concluded that the models taking into account 

both the location in a particular city district and characteristics of the immediate neighbor-

hood as well as the general location on the city map (models marked in red in Table 2) are 

                                                      

3 Detailed methodology for determining the indices can be found in Widłak, 2010. 



Article 18

213NBP Working Paper No. 182, Volume 2

8 

 

Very often due to problems associated with transaction data, asking price data are 

used. In such a situation it should be remembered that unlike transaction prices, they reflect 

only one side of the market –preferences of the seller. It seems that in the model terms,  the 

asking price is determined solely by the utility function of the seller. This means that if the 

transaction price of housing is actually the result of supply and demand force, the asking 

price reflects the supply side of the market only. The microeconomic hedonic model of price 

formation in the housing market (see para . 3.2 ) assumes that the price is the result of supply 

and demand for a particular good. Therefore, in order to analyse the actual price trends in 

the housing market it is best to use transaction prices. 

In the situation of imbalance in the market, namely demand exceeding supply, asking 

price growth may be a good approximation of trends in transaction prices. During periods of 

strong price increases caused by excessive demand as compared with supply, asking price 

levels actually get closer to transaction prices. For example, in Poland this phenomenon was 

observed in 2005-2007 in the seven largest cities (see NBP 2010, 2011, 2012). In the situation 

where the market is close to equilibrium,  as a rule, the level of asking prices is higher than 

the level of transaction prices; sellers take into account buyer’s readiness to negotiate and 

deliberately inflate the asking price above the expected transaction price. The asking price 

index can serve as a leading indicator in the assessment of housing market situation and, in 

the absence of transactional data, can be used to evaluate market price trends. 

Appraisals, particularly those made in the banking sector, intended to estimate the 

value of collaterals of mortgage loan portfolio are becoming an increasingly common source 

of information in home price research. Yet, this source does not seem appropriate as it does 

not reflect true market information. Property valuation is always connected with the subjec-

tive role of the property appraiser, and hedonic models based on data from this kind of 

source reflect weights attributed to individual characteristics by property appraisers rather 

than implicit prices of property characteristics determined by real supply and demand forc-

es. 

 

  

9 

 

4. Index for Poland  

Due to the lack of relevant data, Poland’s experience in computing the home price in-

dex is very limited. Since 2006, Narodowy Bank Polski  has studied housing prices, among 

other things, in order to obtain reliable measurement of price trends. Until now, the studies 

have focused on choosing an appropriate index construction method and on analyzing dif-

ferent hedonic methods for quality adjustment. Below, we have presented the research re-

sults for the Warsaw market and 16 voivodship cities. The findings for Poland’s largest hous-

ing market, Warsaw, help us to choose the hedonic method for quality adjustment. At the 

beginning four different methods of computing hedonic price indices were presented: impu-

tation method (M4), characteristics price method (M3) and methods based on time dummy 

variables of adjacent periods (M2) and pooled (all periods) approach (M1).3 Then, using the 

method of time dummy variables (M1) we estimated the aggregate index for other 15 cities – 

voivodship capitals, where NBP monitoring of real estate prices is conducted. 

The following analysis relies on the data collected by NBP, which monitors both ask-

ing and transaction prices in the housing markets of Poland’s largest cities. The presented 

price index concerns transactions in the secondary housing market. 

Tables 2 and 4 show the results of selected hedonic models, which were used to de-

termine the indices. The models tested, at the same time, the impact of the so-called  spatial 

variables related to the characteristics of the neighborhood and the wider environs of the 

property. Out of 28 different spatial indicators for Warsaw, finally 13 indicators in model M1 

and 6 in model M4 with a bigger number of degrees of freedom, were considered  important 

and having an economically reasonable value. It should be remembered that the estimates 

for these variables are subject to an error, since the geocoding of the properties was done 

with an accuracy to the street midpoint (the NBP data base does not contain accurate address 

data of the properties; the study included streets which are maximum 3 kilometers long). 

Among numerous estimated models, it was concluded that the models taking into account 

both the location in a particular city district and characteristics of the immediate neighbor-

hood as well as the general location on the city map (models marked in red in Table 2) are 

                                                      

3 Detailed methodology for determining the indices can be found in Widłak, 2010. 
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the most suitable to the real data. As suggested during the conference, the chosen third ver-

sion of  M1 model (v3 , see Table 2 ) may be "too sophisticated" due to a large number of var-

iables describing the space characteristics. Experience in hedonic modeling shows that the 

property location in the city district, its distance from the city centre (city limit) and the un-

derground are, apart from structural features of the property, the most important price fac-

tors. An interesting observation is that, according to the analysis of the real data,  the location 

of the district is important per se, and parameters such as the distance from the city center, 

underground stations, shopping malls, parks, etc. are factors affecting the price regardless of 

the property location in the district (Previously it was assumed that the location in the dis-

trict determines at least some of these correlations, such as distance to the center and under-

ground stations ). Descriptive statistics of the key variables used in the modeling are shown 

in Tables 1 and 3 of the Annex. 

Figure 1 shows average levels of home prices in Warsaw from 2006 to 2013 as meas-

ured with the use of three different methods - simple average, weighted average (with fixed 

weights for particular districts) and the average prices of housing units sold in  2006 Q1 ad-

justed with the hedonic index. Figure 1 additionally includes an index of  the structure of 

housing characteristics.  

This indicator tells us what would be the cost of changing (from quarter to quarter) 

housing sample (changing housing characteristics strucuture) if implicit prices of housing 

characteristics are constant (determined as  average prices of housing within a given catego-

ry of characteristics in 2011). This indicator refers to all the data and is based on the same 

data sample as taken for the simple and weighted average. The comparison of the presented 

indicators suggests the following conclusions. Firstly, changes in the average price measure 

and the structure index are very similar. This suggests a significant correlation of the average 

home price index with the quality of analysed housing. In 2010 Q1, we observed a marked 

structural change in the distribution of characteristics involving a permanent shift towards 

"inferior" quality housing. (Starting with this quarter, the database contains relatively more 

transactions involving housing units situated in the district of Targówek, built in 80s. in pre-

fabricated large panel construction technology and with lower standard of finishing - see 

Figures 3 - 4). This change in the structure of sold housing does not concern the entire, un-

known population of transactions (samples in the BaRN database are not randomly chosen). 
11 

 

This change is then reflected in the decline of the level of average prices in Warsaw. On the 

other hand, the average level of prices of housing sold in 2006 Q1 and adjusted with the he-

donic index (the so-called hedonic price) is neither subject to such significant fluctuations as 

average price levels nor to change of characteristics structure. This comparison also shows, 

and this is the second important conclusion, that the hedonic index indeed adjusts for differ-

ences in the quality of sold housing as its variability from quarter to quarter is not as large as 

that of average prices. Even if we calculate average prices based on the same sample, which 

we use to construct the hedonic index (no structural shift in the quality of housing), we can 

still see an evident correlation between the average home price growth and the change in the 

structure index  (see Figure 2). Aside from the first three quarters, the  average price growth 

changed in line with the changes in the structure of housing characteristics. This correlation 

is more pronounced in the case of the simple average than the hedonic index. This latter also 

has, as noted above, a smaller variance. 

On the other hand, the comparison of hedonic indices constructed using different 

methods (see Figure 5) suggests the following conclusions. The characteristics price method, 

theoretically considered to be the most accurate one (see Widłak 2010) is not an appropriate 

measure to study price trends in the Warsaw market. As shown in the Figure, this index is 

subject to huge fluctuations, not supported by other indicators. Implicit prices of housing 

characteristics in quarterly models change significantly, which is reflected in the index vari-

ance. Implicit prices of characteristics change substantially from quarter to quarter but these 

changes do not coincide with changes in structure of characteristics indices (see figures 3-4 

and 9 - 40). It seems that such significant changes, suggesting fast and vast differences in 

consumer tastes are not fully justified. Partially, market imperfection and variability of tastes, 

and partially, difficulties with correct specification of these models (a lot of regressions’ coef-

ficients are statistically insignificant at the 10% level) and data errors may account for the 

problem. 

Therefore, in the case of the analysed markets, it is better to use the time dummy var-

iable method or imputation method. As shown in Figure 6,  indices constructed with the use 

of these methods are the least variable, which suggests that they are better adapted to chang-

es in the quality of dwellings sold. At the same time, the method combining data from all 
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periods (M1) is subject to less fluctuation  than adjacent period approach (M2), and the index 

revisions resulting from the definition of this method seem to be negligible (see Figure 7). 

Price growth for the total group of 16 voivodship cities was determined with the use 

of the pooled time dummy method (M1). The cities were divided into a group of 6 cities 

(Warsaw, Kraków, Tricity (Gdańsk-Gdynia-Sopot metropolitan area), Wrocław, Poznań, 

Łódź) and 10 cities  (Białystok, Bydgoszcz, Katowice, Kielce, Lublin, Olsztyn, Opole, Szcze-

cin, Rzeszów, Zielona Góra). The aggregate price index is represented by an average 

weighted with the share of both groups of cities in the total of transactions collected in the 

BaRN database (see Figure 8). All the indicators reflect the situation in the housing market in 

the recent years. The Figure suggests that there is no considerable delay in price growth in 

smaller cities as compared to the trends observed in the largest cities. Price trends are similar 

for both groups of cities, with markedly different price levels, which also affects the level of 

price indices in both groups and the visible base effect. 

  

13 

 

5. Final conclusions and questions for further discussion  

The most important general conclusions from the simulations presented in the article are as 

follows. 

 The analysis of the structure of housing characteristics and price indices (simple av-

erage, weighted average with fixed weights for city districts and  the hedonic index) 

implies that the hedonic approach is the most reliable one. The hedonic index is the 

best way to adjust for changes in the housing characteristics structure that occur from 

quarter to quarter (housing heterogenity).  

 The need to address the data selection bias (randomization of samples needed but 

difficult to plan as the entire population of transactions is unknown – lack of official, 

reliable data).  

 One of the questions raised in the analysis was which hedonic approach should be 

applied. The detailed analysis of the Warsaw market shows that imputation and 

pooled time – dummy indices are preferable (the imputation method is not the same 

as the characteristics price method as described in Widłak 2010). However, an answer 

to the question why these two approaches give similar results despite different theo-

retical assumptions requires further investigation. Unfortunately, not much experi-

ence is shared internationally in this field. Another problematic question resulting 

from this survey is why implicit prices estimated for the characteristics price method 

are so unstable and make the index so volatile. The above excludes this theoretically 

best approach from empirical use.  

All in all, the pooled-time dummy approach was the preferred method to calculate the com-

posite index (for 6 and 10 voivodeship capitals). This is also due to operational reasons (no 

need for re-specification and re-estimation of models on a quarterly basis; revisions are not 

so important, either). 
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weighted with the share of both groups of cities in the total of transactions collected in the 

BaRN database (see Figure 8). All the indicators reflect the situation in the housing market in 

the recent years. The Figure suggests that there is no considerable delay in price growth in 

smaller cities as compared to the trends observed in the largest cities. Price trends are similar 

for both groups of cities, with markedly different price levels, which also affects the level of 

price indices in both groups and the visible base effect. 
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5. Final conclusions and questions for further discussion  

The most important general conclusions from the simulations presented in the article are as 

follows. 

 The analysis of the structure of housing characteristics and price indices (simple av-

erage, weighted average with fixed weights for city districts and  the hedonic index) 

implies that the hedonic approach is the most reliable one. The hedonic index is the 

best way to adjust for changes in the housing characteristics structure that occur from 

quarter to quarter (housing heterogenity).  

 The need to address the data selection bias (randomization of samples needed but 

difficult to plan as the entire population of transactions is unknown – lack of official, 

reliable data).  

 One of the questions raised in the analysis was which hedonic approach should be 

applied. The detailed analysis of the Warsaw market shows that imputation and 

pooled time – dummy indices are preferable (the imputation method is not the same 

as the characteristics price method as described in Widłak 2010). However, an answer 

to the question why these two approaches give similar results despite different theo-

retical assumptions requires further investigation. Unfortunately, not much experi-

ence is shared internationally in this field. Another problematic question resulting 

from this survey is why implicit prices estimated for the characteristics price method 

are so unstable and make the index so volatile. The above excludes this theoretically 

best approach from empirical use.  

All in all, the pooled-time dummy approach was the preferred method to calculate the com-

posite index (for 6 and 10 voivodeship capitals). This is also due to operational reasons (no 

need for re-specification and re-estimation of models on a quarterly basis; revisions are not 

so important, either). 



The hedonic housing price index for Poland – modelling on NBP BaRN data

Narodowy Bank Polski218

14 

 

Literature: 

1. Information on home prices and the situation in the residential and commercial real 

estate market in Poland – quarterly reports (2010 - 2013), NBP, 

http://www.nbp.pl/homen.aspx?f=/en/publikacje/inne/real_estate_market_q.html 

2. Widłak M. (2010), Metody wyznaczania hedonicznych indeksów cen jako sposób kontroli 

zmian jakości dóbr, Wiadomości Statystyczne, No. 9 (592) 

3. Łaszek J., Widłak M. (2008), Badanie cen na rynku mieszkań prywatnych zamieszkałych 

przez właściciela z perspektywy banku centralnego, Bank i kredyt. 

4. Boskin M. J., Dulberger E. R., Gordon R. J., Griliches Z., Jorgenson D. W. (1998), Con-

sumer Prices, the Consumer Price Index, and the Cost of Living, Journal of Economic Per-

spectives, Vol. 12, No. 1. 

5. Hałka A., Leszczyńska A. (2011), Wady i zalety wskaźnika cen towarów i usług konsump-

cyjnych – szacunki obciążenia dla Polski, Gospodarka Narodowa, No. 9/2011.  

6. Prud’Homme, Sanga D., Shum H. (2004), From average to hedonic price indexes: a 

“preliminary” investigation into various measures of trends in existing house prices us-

ing MLS Data for Ottawa, paper prepared for 28th General Conference of the Inter-

national Association for Research in Income and Wealth, Cork, Ireland. 

  

15 

 

Appendix 

Source of all tables and figures is own calculations on NBP BaRN data. 

 

Table 1: Descriptive statistics for the Warsaw data. 

Variable mean p50 min max sd 

Price per sq. m. 7689 7499 2800 16904 1798 
Surface (sq m.) 53 48 14 229 24 
Sq_surface (sq m.) 3413 2350 196 52441 3755 
Rooms 1 or 2 0,64 1 0 1 0,48 
High finishing standard 0,33 0 0 1 0,47 
Low finishing standard 0,23 0 0 1 0,42 
Cooperative ownership 0,42 0 0 1 0,49 
Construction year <1945 0,06 0 0 1 0,24 
Construction year 1945 - 1970 0,30 0 0 1 0,46 
Construction year 1970 - 1979 0,17 0 0 1 0,38 
Construction year 1980 - 1988 0,10 0 0 1 0,29 
Construction year 2002 - 2005 0,11 0 0 1 0,31 
Construction year > 2005 0,10 0 0 1 0,29 
Under construction 0,03 0 0 1 0,18 
Białołęka, Targówek 0,10 0 0 1 0,30 
Praga-Północ, Praga-Południe 0,10 0 0 1 0,30 
Rembertów, Wesoła, Wawer 0,01 0 0 1 0,10 
Włochy, Ursus 0,04 0 0 1 0,19 
Mokotów 0,16 0 0 1 0,37 
Ochota 0,04 0 0 1 0,21 
Wola 0,09 0 0 1 0,29 
Ursynów 0,19 0 0 1 0,39 
Żoliborz 0,03 0 0 1 0,18 
Wilanów 0,01 0 0 1 0,12 
Bielany, Bemowo 0,10 0 0 1 0,30 
Log city boundry dist. 4484 4537 57 8397 2052 
Log metro station dist. 2249 1436 22 10569 2161 
Tram noise  13,56 0 0 70 22,36 
Industrial noise 3,15 0 0 55 11,06 
Green areas in 1000 m. circle 16,59 15 1 63 8,98 
Cemetery in 500 m. circle 0,13 0 0 3 0,43 
Discounter in 1000 m. circle 0,71 0 0 5 0,90 
Medical center in 1000 m. circle 5,10 5 0 24 3,92 
Hospitals in 1000 m. circle 3,56 1 0 29 5,66 
Log green area dist. 251 222 3 906 169 
Log protected green points dist. 3360 2769 16 10000 2298 
Log industrial points dist. 602 510 13 2448 433 
Log trade center dist. 1331 1070 12 10602 1178 
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Table 2: Hedonic models for Warsaw. 

Variables Pooled time  - 
dummy 

(v1 M1) 

Pooled time 
– dummy 

(v2 M1) 

Pooled time 
– dummy 

(v3 M1) 

Imputation 
(v1 M4 2011) 

Imputation 
(v2 M4 2011) 

Imputation 
(v3 M4 2011) 

Surface (sq m.) -0,005 *** -0,004 *** -0,005 *** -0,006 *** -0,006 *** -0,007 *** 

Sq_surface (sq m.) 0 *** 0 *** 0 *** 0 *** 0 *** 0 *** 

Rooms 1 or 2 0,011 * 0,021 *** 0,014 ** 0,039 *** 0,02  0,002 *** 

High finishing standard 0,065 *** 0,062 *** 0,06 *** 0,061 *** 0,052 *** 0,054  

Low finishing standard -0,048 *** -0,056 *** -0,051 *** -0,077 *** -0,067 *** -0,067 *** 

Cooperative ownership -0,016 *** -0,013 *** -0,018 *** -0,024 ** -0,005  -0,015 *** 

Construction year <1945 0,008 ** -0,028 ** -0,041 *** 0,094 *** -0,05 * -0,082 ** 

Construction year 1945 - 1970 -0,083 *** -0,109 *** -0,127 *** -0,06 *** -0,122 *** -0,141 *** 

Construction year 1970 - 1979 -0,13 *** -0,11 *** -0,143 *** -0,081 *** -0,113 *** -0,144 *** 

Construction year 1980 - 1988 -0,14 *** -0,11 *** -0,143 *** -0,073 *** -0,1 *** -0,135 *** 

Construction year 2002 - 2005 0,069 *** 0,055 *** 0,064 *** 0,055 *** 0,036 ** 0,042 *** 

Construction year > 2005 0,109 *** 0,105 *** 0,11 *** 0,143 *** 0,094 *** 0,088 *** 

Under construction -0,03 ** -0,005  -0,02  -0,081  -0,022  -0,021 *** 

Bielany, Bemowo -0,262 ***   -0,144 *** -0,264 ***   -0,157  

Białołęka, Targówek -0,444 ***   -0,325 *** -0,416 ***   -0,342 *** 

Praga-Północ, Praga-Południe -0,292 ***   -0,194 *** -0,258 ***   -0,21 *** 

Rembertów, Wesoła, Wawer -0,502 ***   -0,367 *** -0,524 ***   -0,426 *** 

Włochy, Ursus -0,357 ***   -0,18 *** -0,341 ***   -0,173 *** 

Mokotów -0,123 ***   -0,094 *** -0,135 ***   -0,113 *** 

Ochota -0,153 ***   -0,114 *** -0,138 ***   -0,094 *** 

Wola -0,195 ***   -0,108 *** -0,214 ***   -0,118 *** 

Ursynów -0,153 ***   -0,085 *** -0,172 ***   -0,129 *** 

Żoliborz -0,13 ***   -0,096 *** -0,137 ***   -0,035 *** 

Wilanów -0,236 ***   -0,155 *** -0,229 ***   -0,204  

Log centrum dist.   -0,112 ***     -0,09 ***   

Log city boundry dist.   0,034 *** 0,052 ***   0,031 *** 0,037 *** 

Log metro station dist.   -0,055 *** -0,025 ***   -0,054 *** -0,024 *** 
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Tram noise    -0,001 *** 001 ***   -0,001 ***   

Industrial noise   -0,001 *** -0,001 ***   -0,001 *** -0,001 *** 

Green areas in 1000 m. circle   0,002 *** 0,002 ***   0,002 *** 0,001 ** 

Cemetery in 500 m. circle   -0,008 * -0,022 ***       

Discounter in 1000 m. circle   -0,004 * 0,005 **       

Medical center in 1000 m. circle   0,003 *** 0,005 ***       

Hospitals in 1000 m. circle   0,001  0,002 ***       

Medical centers + hospitals in 
1000 m. circle 

        0,003 *** 0,004 *** 

Log green area dist.   -0,007 *** -0,012 ***       

Log protected green points dist.   0,005  0,033 ***       

Log industrial points dist.   0,011 *** 0,007 ***       

Log trade center dist.   0,009 *** 0,010 ***   0,009 * 0,011 ** 

Const. 8,871 *** 9,548 *** 8,202 *** 9,333 *** 10,018 *** 9,195 *** 

             

Number of obs.    4955  4073  4070  824  862  862  

R2 0,6899  0,6886  0,7293  0,6056  0,5699  0,6614  

R2 (adj) 0,6865  0,6842  0,7248  0,5937  0,5591  0,6488  

AIC -6059  -4870  -5444  -1046  -1228  -1421  

Ramsey’s RESET 0,0832  0,0342  0,2418  0,1383  0,0232  0,0412  

 

Note: Data for coefficients of time dummies in M1 approaches are not quoted in the table (they could be seen at 

the relevant figures below).  

* - stands for statistical significance of a coeff. at 10%, ** - 5%, *** - 1%.  
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Table 3: Geographical distribution of the sample. 

City 
No of 
obs. percent 

Warszawa 8 389 12,1 
Wrocław 7 203 10,4 
Kraków 6 615 9,5 
Szczecin 6 188 8,9 
Olsztyn 5 395 7,8 
Poznań 4 827 7,0 
Gdańsk 3 713 5,4 
Lublin 3 393 4,9 
Opole 3 139 4,5 
Białystok 3 056 4,4 
Kielce 2 982 4,3 
Bydgoszcz 2 912 4,2 

 

Table 4: Hedonic pooled time dummy models (M1) for the group of 6 and 10 cities. 

Variables 

Model 
M1 for 6 

cities 
(Warsaw 

is ref.)   

Model M1 for 10 cities (Szczecin is ref.) 
 

An average location in a neighbouring 
area 0,104 *** 

 

An average location in a neighbouring 
area 0,088 *** 

Good location in a neighbouring area 0,168 *** 
 

Good location in a neighbouring area 0,131 *** 
High finishing standard 0,095 *** 

 
High finishing standard 0,101 *** 

Low finishing standard 
-

0,096 *** 
 

Low finishing standard 
-

0,119 *** 

Tradditional construction technology 
-

0,036 *** 
 

Tradditional construction technology 
-

0,013 ** 

Monolit construction 
-

0,089 *** 
 

Monolit construction 
-

0,029 *** 

Prefabricated construction 
-

0,055 *** 
 

Prefabricated construction 
-

0,048 *** 

1st floor 
-

0,027 *** 
 

1st floor 
-

0,023 *** 

last floor 
-

0,013 *** 
 

last floor 
-

0,018 *** 

No of floors 
0,000 

  

No of floors 
-

0,004 *** 
Kitchen with living room 0,045 *** 

 
Kitchen with living room 0,027 *** 

Cooperative ownership 
-

0,017 *** 
 

Cooperative ownership 0,007 *** 

Construction year <1945 
-

0,072 *** 
 

Construction year <1945 
-

0,157 *** 

Construction year 1945 - 1970 
-

0,028 *** 
 

Construction year 1945 - 1970 
-

0,079 *** 
Construction year 1970 - 1979 - *** 

 
Construction year 1970 - 1979 - *** 
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0,037 0,056 

Construction year 1980 - 1988 
-

0,037 *** 
 

Construction year 1980 - 1988 
-

0,061 *** 
Construction year 2002 - 2005 0,057 *** 

 
Construction year 2002 - 2005 0,064 *** 

Construction year > 2005 0,108 *** 
 

Construction year > 2005 0,071 *** 
Rooms1 0,121 *** 

 
Sq_surface 0,000 *** 

Rooms 2 
0,074 *** 

 

Surface 
-

0,005 *** 

Rooms 3 
0,025 *** 

 

Bialystok 
-

0,050 *** 

Gdansk 
-

0,366 *** 
 

Bydgoszcz 
-

0,157 *** 

Gdynia 
-

0,381 *** 
 

Katowice 
-

0,169 *** 

Sopot 
0,040 *** 

 

Kielce 
-

0,069 *** 

Krakow 
-

0,261 *** 
 

Lublin 
0,061 *** 

Poznan 
-

0,361 *** 
 

Olsztyn 
-

0,005 
 

Wroclaw 
-

0,308 *** 
 

Opole 
-

0,084 *** 

Lodz 
-

0,685 *** 
 

Rzeszow 
-

0,006 
 

  

   

Zielona_Gora 
-

0,326 *** 
Number of obs.    10583     14861     
R2 0,6964 

 
  0,6094 

   

Note: The same notes as for table 2. 
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R2 0,6964 

 
  0,6094 

   

Note: The same notes as for table 2. 
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Figure 1  Average home price level and the structure index 

of housing characteristics (Warsaw, RWT). 

 

Figure 2 Home price growth and the structure index of 

housing characteristics (previous quarter =100). 

 

Figure 3 Indices of the structure of selected housing 

charactersitics (2011 constant prices) Part 1. 

 

Figure 4 Indices of the structure of selected housing 

charactersitics (2011 constant prices) Part 2. 

 

Figure 5 House price growth – hedonic indices and simple 

average index (Warsaw, RWT, previous quarter = 100). 

 

Figure 6 House price growth – hedonic indices (exclusive of 

characteristics price index) and simple average index (War-

saw, RWT, previous quarter = 100). 
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Figure 7 Value of pooled time dummy index (M1) (2006 Q1 

= 100) determined in subsequent periods (reflects possible 

revisions). 

 

Figure 8 House price growth in 16 voivodship cities (2006 

Q3 = 100). 

 

 

 

Figure 9 – 40: Implicit prices of the house characteristics estimated for characteristics’ price approach (M3 models): 
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1.Introduction 

Since the outbreak of the latest financial crisis , the exact measurement  of house 

prices -  that are the main collaterals behind mortgage loans - has become of 

primary importance. It is not an easy task to get exact figures of the residential 

housing transactions  that occurred recently on the market and it is even more 

difficult  to prepare the accurate time series for a longer period from these data. 

The most popular housing indexes are already existing for several decades, they 

can be used as a benchmark for the residential housing market of the relevant 

country, as e.g. the Nationwide Home Price Index1 ,that is published in the UK on a 

monthly basis and the commencement of the data collection goes back to as far as 

the year 1952  or the Case Shiller Index2 of S & P in the US ,that is the most widely 

quoted housing market indicator in the world.  

The FHB House Price Index measures the development of Hungarian residential 

real estate prices. It shows how the value of Hungarian residential properties has 

changed since 1998. FHB House Price Index is already covering  15 years of house 

price development and has become  an established benchmark for monitoring the  

house price changes on  the Hungarian  market.  

The index is published quarterly, and starts from the first quarter of 1998. The value 

of the index is normalised with the average of year 2000, i.e. the average index 

value in year 2000 is 100. During the development of the Index, we regarded such 

long-standing, internationally well-known indices as in the EU  the house price 

index of Halifax3   Nationwide or Hypoport Index4.   

Being a mortgage bank, FHB tries to analyse together with development of the 

housing market, the main drivers of the mortgage business, the most important 

economic indices that may positively or negatively influence the housing trends and 

                                            

1 http://www.nationwide.co.uk/hpi/default.htm 
2 http://www.spindices.com/index-family/real-estate/sp-case-shiller 
3 http://www.lloydsbankinggroup.com/media1/research/halifax_hpi.asp 
4 http://www.hypoport.com/hpx_mean_en.html 
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Abstract 

The working paper presents the development of the housing market in Hungary 

between 1998 and 2013 through the history  of the FHB House Price Index. For 

computing the FHB House Price Index  FHB applied the hedonic method. At its  first 

publication in 2009 the Index  was based on actual transaction data of residential 

real estate collected from the year of 1998 from appr. 1,000,000 residential 

properties located in appr. 3,200 municipalities. The source of data include the 

valuation records of FHB Mortgage Bank ,as well as the buying - selling transaction 

database purchased from NAV,  the national tax authority. Since its first publication   

the Index is updated on a quarterly basis. The average index value in 2000 was 100 

later  it peaked at 200,7 in the first quarter of 2008. The 15 years of the housing 

price history  were divided into 4 significantly different eras.  When analysing the 

development of the housing market, relations between selected macroeconomic 

and financial environment  indicators ,  money market and credit market indices  

and other  data of the housing market were also taken into consideration.  

 

Keywords: House price index, mortgage credit, housing market 
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the acting and motivations of the market players (developers, financing institutions, 

customers etc)  

2. Source of transaction data and methodology  

The index is based on purchase-and-sell transaction data of residential real estate, 

and was prepared by processing purchase-and-sell data of more than 1 million 

residential properties from around 3200 settlements from 1998 until 2013 in 

Hungary .  All   observations were gathered during the property valuations made for  

FHB Bank and a  further database purchased from NAV5 (from Stamp Duty Offices 

before 2008) served as sources of data. When providing credit for the purchase of 

real estate, FHB Bank devotes special attention to the registration of features of the 

properties. During valuation for the assessment of mortgage lending value (MLV, 

collateral value), several attributes of a property are investigated:  

• Address, location 

• Area (gross, net, useful) 

• Lot size 

• Year of construction 

• Distance from and access to public transportation (train, local- and 

distance bus) 

• Condition of the property 

• Technical features of the  construction 

• heating system etc. 

Another – although less detailed  - part of the database was  collected by the Stamp 

Duty Offices. Every single Hungarian residential property transaction must find its 

way to this database, which comprise the following: 

• Date of purchase 

• Address (settlement, district if in Budapest) 

• Purchase price documented through transaction 

• Sum of valuation by the Stamp Duty Office 

                                            

5 NAV – National Tax Administration Office (APEH before 2010) 

4 
 

• Type of building (detached house, terraced house, condominium and flat 

in a block of flats etc.) 

• Area 

 

The Act XXX. on Mortgage Banks and Mortgage Bond introduced the  so called 

“special bank principle” in Hungary and FHB Bank was the first mortgage bank in 

Hungary to enter into this business field  in 1998. Being  a mortgage bank engaged 

mostly in residential mortgage lending FHB put special emphasis on collecting data 

of house price valuations for the exact measurement of the mortgage value of 

properties ,that serves as collaterals for the mortgage loans.The law also made it 

possible to provide property valuation and related services to third parties . (Section 

3 § 5 says  Apart from the financial, investment and non-core investment services 

mentioned in subsection (2), mortgage banks may only engage in the business of 

providing appraisal services to determine the mortgage lending value of real 

properties.) The prevailing legal regulations6 prescribed very strict  valuation criteria 

for the mortgage banks. Among other methods they prescribe the use of 

comparative valuation methods, and  the application of the principle of carefulness 

in the valuation process. To comply with these criteria FHB started the collection of 

the transaction data followings  its establishment.  

 

 

 

 

 

 

 

                                            

6  -Decree of the Minister of Finance No. 25/1997. on the Calculation Methods of the Mortgage 
Lending Value of Real Estate  

 -Decree of the Minister of Agriculture No. 54/1997 on the Calculation Methods of the Mortgage 
Lending Value of Real Estate Qualifying as Agricultural Land. 
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Methodology 

For computing the index, FHB applied the process based on the hedonic method, 

which is usual in the profession, and the classic reference of which is the study of 

Kain and Quigley7. The method serves to filter out the composition effect appearing 

in observations of simple indicators (mean price, median price). The composition 

effect itself arises, because not every single property is sold in every quarter, thus 

our observations – even if the transaction data are complete - are accordingly a 

restricted sample of the real estate stock, and the sample is not representative. The 

hedonic method is the most widespread statistical way to measure aggregate 

property price change, and is based on the theoretical consideration that the value 

of houses/flats can be divided into the values of their attributes. 

The filtering conditions concern that  

• the transaction should be between private persons. 

• The whole ownership should be transferred. 

• An existing date should be connected to the purchase price. 

• An area should be belong to the purchase price. 

• The price should be reasonable. 

• The price of one area unit should be reasonable. 

The development  of the methodology and the quarterly refreshment of the Index 

happens through  a cooperation the between FHB Mortgage Bank, FHB Real 

Estate Co. and ELTINGA8, a university based real estate research co. To assure 

the reliable data and to verify the outcome of the research,  there are also regular 

consultations with the Central Statistical Office (KSH) concerning methodology and 

data filtering issues. 

 

 

                                            

7 Kain, John F. – John M. Quigley [1970]: Measuring the Value of Housing Quality. Journal of the 

American Statistical Association 65 (330), Jun 1970, pp. 532-548. 

8 www.eltinga.hu 
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Fig.1. 

  

Source: FHB 

3. The development of house prices in Hungary in the past 15 years 

At the time of presenting this paper the FHB Index covers already 15 years of the 

housing price history in Hungary. This period can be divided into 4 significantly 

different eras. At the beginning of this  period prices have been radically increasing 

both nominally and in real term. During the so called “fiscal expansion” and “credit 

boom” periods ,prices have been increasing in nominal terms ,but the stagnation in 

real term was already apparent. Since 2008, the trend has been clear: nominal 

housing prices in Hungary were declining , thus, we have been experiencing a 

downward trend for the last five years. Thanks to this, Hungary now has one of the 

lowest average prices in the European Union (on average less than EUR 1,000/ 

square meter)  as well as the lowest number of newly built homes. Hungarian 

house prices are considered low even for the CEE region. 
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Phase 1. “Good old days” 1998 -2001 

The first phase, lasting from 1998 to the end of 2000, saw a steep rise in both 

nominal and real prices. Real estate prices increased by 132% over the three-year 

period and almost doubled in real terms.  Although continually growing demand at 

the end of the 1990s had not yet met with a corresponding level of supply, the 

expectations concerning the coming growth of the  housing market and the 

preparation of a new housing subsidy system fostered price increases. The 

macroeconomic situation also evolved  favourably during these years as the 

economy embarked on a steady growth trajectory. Disposable incomes of private 

individuals increased by 46% over this period.  

Fig.2. 

 

Source: FHB 

It is interesting to mention however  that the amount of housing credit taken out at 

the time was negligible , as a total of only HUF 53 billion in home loans migrated to 

the household sector over the entirety of the period concerned, while interest rates 

on loans were also relatively high at around 20%. In spite of this,  improving income 

for households  and favourable future economic outlook stimulated the demand on 

the housing market, faced with a supply that was waning in volume and becoming 

increasingly outdated in quality. In the mid-1990s, in the few years following 

Good 

old days 
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budgetary stabilization, the effects of declining demand were also felt on the 

housing market and the renascent inclination to invest initially appeared mainly on 

the equities markets. The turning point came with the Russian crisis of 1998 and 

the stock market crash, in the wake of which many investors sought opportunities 

on the housing market rather than on the stock exchange.  According to data of the 

National Bank of Hungary (MNB), private individuals invested a total of HUF 108 

billion in the stock market in the two years prior to the crash, while some HUF 160 

billion was withdrawn from the value of equities in the five quarters following the 

crash. It is important to note that prior to the crisis, the macroeconomic environment 

had been developing favourably, with growing incomes and employment levels 

paving the way for an explosion in demand on the housing market. At the same 

time, however, supply was outdated and still fell well short of the standard required 

by demand. The steep rise in housing prices is also partly explained by the still 

comparatively high, double-digit inflation that characterized Hungary at the end of 

the 1990s, as consumer prices rose more than 30% over the examined three-year 

period. At the start of the decade, citizens continued to favour putting their savings 

into tangible assets in a period of relatively high inflation. 

Phase 2. The period of fiscal expansion 2001-2003 

In the period from the beginning of 2001 to the end of 2003, housing prices 

continued to rise significantly, although more modestly than before, by a total of 

60% over the period, representing an annual average increase in real value of 11%. 

The introduction of the housing subsidy system in 2001 provided fresh impetus to 

the development of the Hungarian housing market, following the temporary stalling 

of price increases at the end of 2000. Impacted by the introduction of subsidies, 

rates of interest on home loans fell substantially lower than market interest rates, 

thus making this new form of financing attainable to a broad swathe of the 

population. The launch of subsidies may also have influenced expectations on the 

supply side in the long run, as it was from this point on that a discernible expansion 

in supply occurred. 

Parallel  with the introduction of subsidies, a significant revitalization of the budget 

occurred from 2002, resulting in a combined 36% increase in household incomes 

over the three-year period, representing 15% growth in real terms. In addition to 

rising incomes, a large amount of external resources appeared in the sector on the 
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credit side, in an amount of approximately HUF 430 billion annually. It is also worth 

noting that credit growth in these years was driven exclusively by forint loans with 

subsidized interest rates. 

The continued boosting of demand through preferential lending then met with a 

revival on the supply side from 2001 onwards, with a substantial increase in the 

number of new homes built . This period saw developers launch the first large-scale 

residential projects in all major cities in the country. On average over the period, a 

50% increase in new homes was added to the housing market annually, amounting 

to an annual average of 31,703. The number of newly built homes  first exceeded 

the 40 thousand  annual units with 43,913 pcs in 2004, while building permits 

peaked in 2003 with almost 60 thousand  permits. Issued building permits than 

gradually decreased from 2004 and onwards and housing permits(completions)  

followed the trend with the usual 9 -12 months delay. 

Fig.3 Number of building permits and housing permits on yearly basis

 
        Source: KSH 9  

 The expansion of supply necessarily occurred only gradually, and for this reason, 

prices continued to rise until the end of the period. Other amendments to the 

system of subsidies occurring between 2001 and June 2003 continually eased the 

conditions for drawing on subsidies, expanding the options for utilizing credit and 

increasing the size of subsidies available. Among these changes, the most 

                                            

9  KSH = Hungarian National Statistical Office 
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significant step was taken in March 2002, when subsidies were extended to include 

used homes. The effect  - that the introduction and expansion of subsidies had on 

driving prices up - can be easily traced in the evolution of the FHB House Price 

Index. However, the generous subsidy system had already placed an unsustainable 

burden on the budget by 2003, when the first tightening measures were taken, the 

effect of which began to be felt on the development of housing prices. 

Phase 3. The credit boom period 2004 -2007 

The tightening of the subsidy system made its effects felt immediately on housing 

prices as a one time  steep rise in prices was checked at the end of 2003. The next 

few years would be characterized by a considerably more modest annual rate of 

nominal growth of around 4%, as price increases merely kept pace with – and 

subsequently fell short of – the rate of inflation. 

In many respects, this was to prove to be a period of contradictions, replete with 

inconsistencies and impacts that cancelled one another out. It is true that housing 

prices across the nation increased by a further 18% over this period, and that it was 

really due to the accumulation of the budget deficit that the value of homes 

decreased annually by 1% in real terms on average over this four-year period, 

alongside spikes in inflation on two occasions (at the beginning of 2004 and the end 

of 2006). The decline in real values began in smaller fluctuations from the beginning 

of 2005; however, the majority of households, suffering the “money illusion” of being 

unable to distinguish nominal from real values, scarcely perceived this depreciation 

at the time, and even if they did, then presumably they did not believe it to be a 

long-term effect. Despite the tightening of conditions for subsidies, competition for 

lending was still able to sustain demand for a number  of years, with a similar 

amount of loans disbursed annually compared to the preceding period. Once 

subsidies were terminated, lower-interest forex loans (mainly CHF) became popular 

and households began to build up debts in foreign currency. From 2004 , an 

increasing proportion of mortgage loans were originally denominated in foreign 

currencies. At the same time, towards the end of this period  a growing proportion - 

more than 50% of mortgage loans in 2007 - were freely usable mortgage equity 

loans. This clearly demonstrates that private individuals were using a decreasing 

portion of their borrowed financial resources for the purchase of homes, and an 

increasing portion for spending on consumer goods or redeeming more expensive 
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loans taken out earlier, which in turn also tended to indirectly stimulate 

consumption. The tightening of the subsidy system naturally had its effect on the 

supply side as well, as the number of issued building permits began to decline from 

2004 (Fig. 3). 

Certain delayed effects, however, meant that the supply of new homes still 

continued to expand, by an annual average of 38,755 units over this period. While 

incomes increased by barely 1% annually over the period, the abundant supply of 

credit sustained demand, and consequently housing prices did not begin to fall until 

the beginning of 2008. Classic macroeconomic factors seemingly no longer 

supported a further rise in housing prices at this time, but the copious supply of 

credit at the global level concealed these effects. Partly as a result of this, and as a 

consequence of the concomitant global boom on the housing, massive foreign 

demand appeared in Hungary, and particularly in Budapest. 

In addition to the mainly German and Austrian investors who had already arrived in 

earlier years, this period saw the appearance of British, Irish, Spanish, and finally, 

Russian investors. The foreign demand that emerged on the Hungarian market for 

the most part took the form of purchases for investment purposes, and a  proportion 

of the profits previously realized on other markets now made their way to Hungary 

Fig 4. The growth of the total mortgage loan portfolio 2005-2013  

 

      Source: National Bank of Hungary 
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Phase 4. The effects of  the financial crisis: The “setback”  from 2008 . 

The crisis has seriously affected the Hungarian economy, GDP contraction was 

significant following the outburst of the financial crisis. 

Fig 5. 

 Source KSH  

A long period of rising prices looked set to be broken at the end of 2007, when the 

factors regarded as the most important from the point of view of the housing market 

suddenly began to align in the same direction: supply became saturated, demand 

fell, disposable incomes levelled out and then declined, and more and more news 

arrived indicating that the great real estate boom abroad had come to a standstill. 

Fig.6.

        Source FHB 

The 
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The economic crisis in the so called “setback” period radically affected the demand 

mainly through two different channels:  layoffs and salary corrections resulted in a 

significant reduction in the real income of the population, while corrective actions 

taken in the financial industry increased the price of offered loans. The construction 

of new housing began to fall in 2009, concurrently with the increase in the number 

of unsold new housing units experienced by the developers. 

Changes in regulations caused  a turn  toward Forint loans (Fig.7). Average 

percentage rates of new HUF loans were  more favourable  because lenders were 

offering products with lower initial interest rates. In 2010  the granting of FX 

denominated loans was forbidden. As a result, new FX mortgage loans 

disappeared from the market, although the existing FX stock had an increasing 

burden for the debtors (appreciation of the CHF versus HUF)   

Fig.7. 

 
      Source: Hungarian National Bank, FHB  
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The amount of the newly issued mortgage loans has fallen to 1/5 th of  the amount 

issued  before the crisis. (Fig.8.) Following the introduction of the „early repayment 

scheme” 10  and temporary increase of  „remortgage” activity the amount of newly 

issued mortgage loans has decreased even further. 

 Fig.8.

 

        Source:MNB 

 

 

 

 

 

                                            

10  „In the frame of the”early repayment scheme” mortgage debtors  were entitled for a preferential full 
repayment of EUR, CHF and JPY mortgages according to Section 200/B. of Act CXII of 1996. on Credit 
Institutions and Financial Enterprises. Following fixed exchange rates were   defined  180HUF/CHF, 250 
HUF/EUR, 200 HUF/100 JPY. 
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4. Mortgage markets in the EU and in CEE since 2008  

It can be seen that for the whole period between 2008 and 2012 already in several 

countries an increase can be observed, so the price declines caused by the crisis 

are no longer felt. In case of Hungary, however, the decrease is continuous. 

 Fig 9. The impact of the crisis on new-build homes: average of 2008-2012 
period compared to the average of 2003-2007period 

 

Source: Eurostat 

The crisis still affects the housing markets. Fig 9.  shows that the exceptions are 

those countries where the number of new-build housing units increased in the past 

five years compared to the period before the crisis. Turkey is developing fast, while 

Poland survived the crisis in a good condition. Several countries’ mortgage markets 

are still characterized by the deleveraging process of households. Fig 10. shows 

that in the more indebted countries the mortgage loan stock compared to the GDP 

has rather decreased since 2010. In Hungary as a consequence of the early 

repayment scheme and the low take out of new mortgage loans the stock dropped 

in a large extent, while in other countries in the Central and Eastern European 

region mortgage loan portfolio even increased compared to the GDP. 
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Mortgage loans in proportion to the GDP in 2012 and changes happened 
between 2010 and 2012  

Fig10. 

  

 Source: Eurostat 
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5.  2014 – End of the setback period in Hungary?  

As far as the supply side is concerned in 2013 the number of new-build houses 

continued to decrease. Until June 2013 altogether 2680 new-build units were 

handed over, which is a further decline even if we compare it to the previous year. 

The number of building permits anticipates the number of future housing 

completions quite well. , Fig.11  shows the development of housing completions 

and building permits from 2009 (building permits are shifted 3 quarters forward). 

Based on this figure we can say that building permits do not give any reason to 

optimism , their number is still decreasing and in the first half of the year only 3401 

permits were issued.  

 
Fig 11. Building and occupation permits in Hungary 

   
Source: KSH 

 
However the  are also positive signs on the market. Currently available housing 

subsidies are much more favorable than the possibilities of the recent years. 

According to our calculations, in which we summarized the value of the potential 

subsidies available in case of a housing loan for a typical house, we may state that 

one has to go back to year  2004 to find better conditions  than  the presently 

available ones.The net monthly earnings of employees increased by 2.6% in the 

first quarter of the year, which altogether may increase the demand for houses: In 

2013 one had to work less for a square metre of a housing-unit than at any time in 

the past 13 years.(Fig.12)  

 

18 
 

Development of housing-unit prices in relation to net wages (Sources: 
Hungarian Central Statistical Office data and FHB estimate 

Fig 12 

   

As far as the Central Bank base rate is concerned ,  with  3 % at the end of 2013 it 

reached  its lowest value in the last 25 years. According to the National Bank of 

Hungary forecast, economic growth will also pick up in 2014 in Hungary. ( GDP 

growth of 2 % is forecasted by the National Bank of Hungary for 2014)   

In parallel with the declining inflation rate, interest rates on deposits and loans are 

continuously decreasing as well. Subsidized credit products are available with  6-

7%  initial interest rate (first 5 years period).. After several years of downward trend 

mortgage lending has moderately increased in the second part of 2013 and is 

expected to continue to rise at the beginning of 2014.  

The above economic indices may positively stimulate the demand side on the 

mortgage market . This may lead to a turning point point in 2014, although it is too 

early to draw final conclusions , as the positive signs are still weak and Hungary 

needs a  longer period of positive changes to have lasting effect on the housing and 

mortgage market.  
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Abstract: The article includes a logit model construction process to support the process of 

decision making in real estate market. The model of logistic regression which has been 

elaborated, shall define the probability of transactions in the real estate market and it will 

indicate statistic variables which influence the demand significantly. The process of decision 

making (based on logit models) - substantially prepared and correctly executed - is a key 

determinant having influence on improving the competitiveness of companies, especially 

during the global economic crisis.  

 

Keyword: logit modelling, residential real estate market, decision making process 

  

1. Introduction 
Essentially prepared and properly conducted decision making process is the key factor, which 

influences the competitiveness of companies. Well prepared decision making process enables 

to minimize the risk of making wrong decisions and helps to enhance the competitive 

advantage of companies.  During the economic crisis, especially companies, which operate in 

the prone to crisis industries  should consider the proper decision making process. Taking into 

consideration economic theory, the main factors, which influences on competitiveness of 

economies there are investments implied mainly by housing market. The growth dynamics 

can be parameterized by the volume of sold residential real estates. 

The aim of the article is researching the secondary real estate market in Poland by building 

three qualitative decision making models. The aim of the above mentioned is estimation of 

probability of selling real estates and indication (for every single model) diagnostic variables, 

which characterize particular residential real estates and influence on selling them. Building 

three different models was a result of analysis of residential real estate on the homogenous 

markets i.e. the markets homogenous according to the assumptions.  

The process of grouping residential real estate markets in provinces for homogenous groups 

was conducted by applying cluster analysis (by using inter alia macroeconomic data of 

economic and business data)1.  The research process, which aims at building quality models 

describing probability of selling residential real estate based on the model of logistic 

regression (with the use of bidding data and selling data from third quarter of 2013 in capital 

of provinces2). 

  

                                                 
1 data from Central Statistical Office 
2 data from National Bank of Poland 
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2. The research process- grouping provinces into homogenous area 
The research process was conducted in two main stages. In the first stage, taking into 

consideration socio-economic factors which affect substantially on the price of square meter 

of residential, Polish provinces were grouped into three homogenous groups. Determinants 

describing residential real estate and their influence on selling apartments were specified in 

the second stage by applying logistic regression. In the process of grouping, by applying 

cluster analysis technique, the key factor was a choice of discriminating variables, which were 

used for creation of homogenous provinces groups. The assumption, that socio-economic 

variables would be determinants used in grouping particular districts, was made. The 

recognition of the factors, which mainly influence on the Polish districts development in the 

socio-economic dimension, was made with the use of the factor analysis. The observation 

matrix (16 provinces, 18 variables) was the basis for conducting factor analysis.  

Diagnostics variables included: X1- new entities of national economy for 1000 population;  

X2- entities of national economy, which finished their activity for 1000 population; X3- 

number of micro enterprises for 10000 population; X4- number of small enterprises for 10000 

population; X5- number of medium-sized enterprises for 10000 population; X6- number of 

large enterprises for 10000 population; X7- Gross domestic product per 1 person; X8- average 

monthly gross salary; X9- the average pension outside agricultural social security system; 

X10- retail per 1 inhabitant; X11- average monthly expenses per one person for use of 

apartment; X12 – average monthly expenses per one person per equipment of apartment; 

X13- average monthly income per person in household; X14- number of rooms for 1000 

population; X15- the average usable area per one inhabitant; X 16- apartments for 1000 

population; X 17- apartments for 1000 marriages; X18- new apartments in new residential 

areas (with the right of usage in the whole building or in particular parts) or in non-residential 

areas for 1000 population. 

Implementation and assumptions referring to the correctness of the calculation in the research 

process were described in the previous thesis of the author [compare Mach 2012, pages 106-

116]. In the above mentioned thesis diagnostic variables, which substantially affect for the 

price of the square meter of residential, were specified. In the above mentioned thesis, the 

socio-economic variables, which affect on the price of square meter of residential were 

specified by applying factor analysis and multiple regression. The factor analysis proved to be 

an effective tool enabling for detection of hidden development factors. Use of the multiple 

regression enabled for identification of factors substantially influencing on the price of square 

meter of residential. Parameterization of the researched relations, which specify development 

of particular provinces and indication of their affection for formation of the square meter’s 

price of residential, can help enterprises, which operate in real estate industry as a prerequisite 

decreasing the risk of decisions, which were made in the managing process.  

Finally, the variables, which substantially affected on the price of square meter of residential 

were economic and business variables including: number of micro enterprises for 10000 

population, number of small enterprises for 10000 population, number of medium-sized 

enterprises for 10000 population, number of large enterprises for 10000 population, Gross 

domestic product per 1 person,  average monthly gross salary, retail per 1 inhabitant, average 

monthly expenses per one person for use of the apartment, average monthly income per 

person in household. Diagnostic variables defined as above, were subsequently used as input 

variables applied in cluster analysis aimed at grouping Polish provinces for homogenous 

provinces. Ward’s Algorithm was used as a agglomeration method and the distance measure 

was Euclidean distance, while applying clustering analysis. Requirements referring to 

application of clustering analysis and formal record can be found in thesis of the following 

authors [Aczel, A.D., 2000, s. 849-916; Panek, T. 2009, s.105-169; Witkowska. D., 2002, 

s.80-90]. Results of applying cluster analysis are depicted at the illustration 1. 

Binding distance between16500 and 48000 was made as an assumption during the division of 

the  Polish provinces into three homogenous groups.  For the reason of the article groups were 

defined as follows: 

 Group 1- provinces with small local real estate markets; 

 Group 2- provinces with medium and big local real estate markets; 

 Group 3- provinces playing vital role in the growth of the residential real estate market. 

The following provinces were classified to the group 1: lubelskie, podkarpackie, podlaskie, 

świętokrzyskie, warmińsko-mazurskie, lubuskie, opolskie, zachodnio-pomorskie, kujawsko-

pomorskie. To the group 2: łódzkie, pomorskie, dolnośląskie, małopolskie, wielkopolskie, 

śląskie. To the group 3 only  mazowieckie province.  
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Illustration 1. The result of applying cluster analysis  in order to distinguish similar provinces 

  

3. The research process – application of logistic regression in specified groups of 
provinces 

The first activity during the creation of logit models was checking whether outliers exist. 

Subsequently the aim of the research was defined: building a logistic model, which 

parameterizes the probability of selling the apartment according to qualities by which an 

apartment is characterized. Input logistic regression model was created for all groups of 

provinces and then defined in the formula 1: 
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where: 

1x - the number of floors in the building (building with 5 floors at maximum, building with 

more than 5 floors); 

2x - number of rooms in the apartment (one-room apartments, two-room apartments or three-

room apartments); 

3x  - kind of the kitchen in the apartment (dark, bright, annex); 

4x  - estimation of location (bad location, average, good); 

5x  - estimation of apartment’ s location in the building (not very favourable, average, 

favourable); 

6x  - floor, at which room is located (first floor, ground floor or the top floor, middle floor); 

7x  - the area of the apartment (apartment up to 40 m2; apartments with area from 40 m2 to  

80 m2 , apartments with the area of more than 80 m2); 

8x  - standard of interior completion  (high standard, average, low); 

9x  -  building technology (traditional, traditional improved, monolithic, prefabricated, 

wooden, steel frame); 

9210 ,...,,, aaaa  – structural parameters of the model. 

 

After defining formal logit model (compare formula 1) the estimation procedure was 

conducted three times in sequence, then verification of parameters of structural models for 

provinces from group 1, group 2 and group 3 and results interpretation was made. 

Requirements referring to application of logistic regression and formal record can be found in 
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thesis of the following authors [Dittmann, P., 2004, s.137-138; Maddala, G.S., 2008, s. 371-

382]. 

 

3.1. Use of logistic regression for provinces from group 1- estimation, model verification 

and interpretation of result 

Nine provinces were classified to the first group. The smallest one is opolskie province and 

the biggest one lubelskie province.3 Shortly characterizing secondary residential real estate 

market we can state as follows:  

 There were 4881 records in the first group, where condition of the real estate market 

was described with 449 selling transactions. In order to precisely classify cases in the 

created logistic model, the file with 899 was created (with sustainable structure of 

offers and transactions, where accordingly 450 offers and 449 transactions were 

located); 

 In the first group of provinces, the lowest price for the square meter was 2174 PLN 

and the highest 6527 PLN; 

 72 % of apartments were located at the buildings with maximum 5 floors; 

 74% of apartments had 2 or 3 rooms; 

 80% of apartments had bright kitchen; 

 39% of apartments were located on the ground floor or on the top floor. 

In table 1 preliminary estimation results of  logit model were presented with the use of Quasi- 

Newton method. The aim of the above mentioned was estimation of probability of selling 

residential real estate located in provinces from group one. 

 

Table 1. Preliminary results of estimation logit model (own study) 

 Const X1 X2. X3 X4 X5 X6 X7 X8 X9 

Estimation -2,07 -0,21 -0,35 0,87 -0,31 -0,27 -0,16 0,69 0,19 0,50 

  Standard deviation 0,13 0,12 0,17 0,37 0,29 0,15 0,13 0,12 0,13 0,11 

  t(110) -15,51 -1,75 -2,06 2,37 -1,08 -1,81 -1,23 5,58 1,42 4,38 

  Standard p 0,00 0,08 0,04 0,02 0,28 0,07 0,22 0,00 0,16 0,00 

 

                                                 
3 Data included the actual population of the particular provinces (stated on 31th December of 2012) 

Analyzing presented results, variables, which affect substantially for variable Y  are

976,32 ,,, xxxxx . After subsequent rejecting of variables, which are irrelevant statistically, the 

final version of logit model was expressed in the formula 2: 
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     (2) 

where: 

2x  - the number of rooms in apartment (apartments with more than 3 rooms); 

6x  - floor, where the apartment is located (ground floor or the top floor); 

7x  - the area of the apartment (apartments to 40 m2); 

9x  - building technology (prefabricated); 

Summary of the estimation process for logistic regression model are presented in table 2. In 

this table variables list is presented, coefficients for structural parameters, their estimation 

errors and the marginal error. 

 

Table 2. Results of estimation process for group 1 of provinces  significant variables (own 

study) 

 Coefficient Standard deviation z The marginal effect 

const -0,0372132 0,123053 -0,3024 

x2 -0,568865 0,205495 -2,7683 -0,140339 

x6 -0,348923 0,144945 -2,4073 -0,0870095 

x7 0,56663 0,175294 3,2325 0,139488 

X9 0,698333 0,148452 4,7041 0,172085 

 

The statistical value of p for the whole model was lower than 0,05, what confirms the 

relevance of the model comparing to the model with  intercept  only. This datum confirms of 

model creation purposefulness because implies the statement, that created model implements 

something new.Also interpretation of log-likelihood, which is  the measure of fitting the 

whole model was made. This logarithm is calculated with the use of  statistics -2 log with 

maximum likelihood of created model and in model with the intercept only (in the created 

model accordingly 1024,57 and 1098,18). At the base of the above mentioned values pseudo 

R2  was calculated and it equals 0,06. 

Interpreting the results (compare table 2) we can draw the following conclusions: 
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 probability of selling apartment with more than 3 rooms is about 0,14 lower than 1, 2 

or 3-room apartments; 

 probability of selling an apartment located at the ground floor or the top floor is lower 

about 0,09 comparing to apartments located at the other floors; 

 probability of selling an apartment with less than 40 square meters is 0,14 times higher 

than selling apartment with more than 40 square meters; 

 probability of selling apartment located in the building, which was built in 

prefabricated technology is about 0,17 higher than buildings built in other 

technologies. 

In table 3 both correct and incorrect classified cases for the model were presented. The odds 

ratio, which equals 2,59 was calculated (ratio of quotient of correctly classified cases to  

quotient incorrectly classified). The value higher than unity indicates, that this classification is 

better than this, which will be conducted by random. 

 

 

Table 3. Table relevancy (own study) 

 Expected 0 Expected 1 Percent accuracy 

0 168 194 46,40884 

1 109 326 74,94253 

 

3.2 The use of logistic regression for provinces in group 2- estimation, verification of 

models and interpretation of results 

Six provinces were classified to the second group. The smallest one is pomorskie province 

and the biggest one śląskie province.4 Shortly characterizing secondary residential real estate 
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where: 

2x - number of rooms in the apartment (apartments with more than 3 rooms); 

6x  - floor, where the apartment is located (ground floor or the highest floor); 

7x  - area of the apartment (floors to 40 m2); 

8x  - standard of apartment’s interior finishing (low); 

9x  - building technology (prefabricated). 

Summation of the estimation process of logistic regression model was depicted in table 5. In 

table 5, list of variables, structural parameters coefficients, estimation error and the marginal 

effect are presented. 
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ratio, which equals 2,59 was calculated (ratio of quotient of correctly classified cases to  

quotient incorrectly classified). The value higher than unity indicates, that this classification is 

better than this, which will be conducted by random. 
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Table 5. Estimation process results for relevant variables (own study) 

 Coefficient Standard 

deviation 

z The marginal effect 

const -0,26751 0,107728 -2,4832 

X2 -0,680145 0,259629 -2,6197 -0,168284 

X7 0,710262 0,195656 3,6302 0,169132 

X8 1,54336 0,358479 4,3053 0,316343 

X9 0,683677 0,166316 4,1107 0,165505 

 

Likewise in the previous model, the statistical value of p for the model was under 0,05 what 

confirms the relevance of the model comparing to the model with  intercept  only. Pseudo R2 

was at the level of  0,08. Interpreting results we can withdraw the following conclusions:  

 probability of selling an apartment with more than 3 rooms is lower about 0,17 

comparing to one-room apartment, two-room apartment or three-room apartment; 

 probability of selling an apartment with less than 40 square meters was 0,17 times 

higher than the apartment with more than 40 square meters; 

 probability of selling an apartment with low interior finishing is 0,32 times  higher 

than apartment with medium and high standard; 

 probability of selling an apartment located in the building built with the use of 

prefabricated technology is about 0,17 higher than apartments build in another 

technologies. 

In the table 6  both correct and incorrect classified cases for the model were presented. The 

odds ratio, which equals 2,66 was calculated (ratio of quotient of correctly classified cases to  

quotient incorrectly classified). The value higher than unity indicates, that this classification is 

better than this, which will be conducted by random. 

 

Table 6. Table relevancy (own study) 

 Expected 0 Expected 1 Percent accuracy 

0 166 123 57,43945 

1 132 260 66,32653 

 

 

 

3.3. The use of logistic regression for provinces classified to group 3- estimation,  

After applying cluster analysis only one province i.e. mazowieckie was classified to the third 

group. Defining the secondary real estate market in the third group, we can state as follows: 

 5922 of records in third group and 333 of  transactions. Taking into consideration 

precise classification of cases during the process of building logistic model the file 

with 666 records was created, with accordingly 333 offers and transactions; 

 In the third group of provinces, the lowest price per square meter was 3401 PLN and 

the highest 15000 PLN5; 

 54% of apartments where located in the buildings with maximum 5 floors; 

 75,6% of apartments had 2 or 3 rooms; 

 60% of apartments had bright kitchen; 

 36,8% of apartments were located on the ground floor or on the top floor; 

 25% of apartments were built with the use of prefabricated technology. 

In table 7 were shown results of the estimation of logit model with applying Quasi- Newton 

methods.  

Table 7. Preliminary results of logit model estiomation (own study) 

 Const X1 X2. X3 X6 X7 X8 X9 

Estimation -0,08 0,38 -0,12 -0,19 -0,33 0,43 0,27 -0,02 

Standard deviation 0,16 0,18 0,28 0,36 0,18 0,22 0,26 0,20 

 t(110) -0,53 2,12 -0,44 -0,52 -1,89 1,99 1,07 -0,11 

 Standard p 0,59 0,03 0,66 0,60 0,06 0,05 0,29 0,91 

 

Analysing  the results we can notice that 71, xx substantially affect for variable Y. After 

subsequent rejecting of variables, which are irrelevant statistically, the final version of logit 

model was expressed in the formula 6: 
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where 

1x   - number of the floors in the building (building up to 5 floors); 

7x  - the area of the apartment (apartment up to 40 m2). 
                                                 
5 Maximum value is the result of the assumption 
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Summing up the estimation process of the logistic regression model was show in table 8. In 

this table the list of variables,  coefficients for the structural parameters, estimation errors and 

the marginal effect were presented. 

 

Table 8. Estimation process results for relevant variables (own study)                

 Coefficient Standard 

deviation 

z Marginal effect 

const 0,111986 0,125753 0,8905 

X1 -0,402567 0,157786 -2,5514 -0,100295 

X7 0,479893 0,190048 2,5251 0,118881 

                                                               

The statistical value of p for the model was 0,00078 what confirms the relevance of the model 

comparing to the model with  intercept  only. What is more it is the proof , that model brings 

new conclusions. Pseudo R2 was at the level of  0,02. 

Interpreting data we can draw the following conclusions. 

 probability of selling an apartament located in the building with maximum 5 floors is 

about 0,10 lower than in the building with more than 5 floors; 

 probability of selling an apartament with less than 40 square meters is 0,12 times 

higher than selling apartments with more than 40 square meters. 

In the table 9 based both correct and incorrect classified cases for the model were presented. 

The odds ratio was calculated (ratio of quotient of correctly classified cases to  quotient 

incorrectly classified) as 1,44. 

 

Table 9. Table relevancy (own study) 

 Expected 0 Expected 1 The percentage of correctness 

0 162 171 48,64865 

1 132 201 60,36036 

 

  

4. Summary 
 The first stage during attemption of  estimating the probability of selling residential 

real estates was the division of Polish regions for relatively homogenous areas.The criterion 

of division was defined by the set of economic and business variables, which affect 

significantly for the price of square meter in the residential real estates.During the research 

three groups of provinces were specified (group 1, group 2 and group 3). Subsequently, 

basing on the application of logistic regression tools, the attempt of estimation of these three 

models was made. Models define the probability of selling residential real estate according to 

the qualities by which are characterized.In the first group of provinces, from 9 diagnostic 

variables, 4 variables were substantial for estimation the probability of selling: number of 

rooms (apartments with more than three rooms); the floor, where the apartment is located 

(ground floor or the top level); area of the apartment (floors till 40 m2), standard of the 

apartment (low), building technology (prefabricated). In the second group, the substantial 

variables turned out to be number of rooms (apartments with more than three rooms); the 

floor, where the apartment is located (ground floor or the top floor); area of the apartment 

(floors up to 40 m2), standard of the apartment (low), building technology (prefabricated). 

Only two variables i.e. the number of floors (buildings with maximum 5 floors), area of the 

apartment (floors up to 40 square meters) in the logit model were classified to third group of 

provinces. Each of the three logit functions (compare formula 1,2,3) enables to define the 

probability of selling residential stocks depending on individual qualities. Moreover 

calculated marginal effects, give interpretative possibilities referring to residential stocks 

within provinces included to the particular group. For every estimated logit model table 

relevancy was appointed and the value of pseudo R2 was calculated. Taking into consideration 

results  from table relevancy we can state, that correctness of classification of particular 

models is estimated accordingly at the level of 62,0%; 62,5%  and 54,5%. The disturbing fact, 

that should be noticed, is the very low value of coefficient pseudo R2. The process of 

improvement of input data quality, which characterize secondary residential real estate 

market, should be continuation of the conducted research. Improvement of data quality would 

be at the same time improvement of measurers, which describe quality of the models (inter 

alia pseudo R2). Improvement of data quality could be reached through building logistic 

models considering data from longer period.  
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