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Abstract

This paper studies the impact of central bank announcements on asset prices and the

macroeconomy. Central bank announcements simultaneously convey information about

interest rate policy and the central bank’s assessment on the economic outlook. The pa-

per disentangles the surprises caused by policy shocks and information shocks using sign

restrictions on high-frequency surprises in a Bayesian VAR on US data. It relies on infor-

mation inherent in high-frequency comovement of interest rates and stock prices around

policy announcements: a surprise policy tightening raises interest rates and reduces stock

prices, while the complementary positive information shock raises both. The paper finds

that information shocks constitute a non-negligible share of high-frequency surprises. A

representative central bank information shock is akin to a temporary demand shock that

monetary policy partly offsets. It still significantly increases the price level, and eases

financial conditions, but has only a weakly positive impact on output. A monetary pol-

icy tightening purged from the impact of information shocks induces a flexible price-level

decline with a persistent downturn and tighter financial conditions.
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1 Introduction

On January 22, 2008 during the early phase of the 2007-2009 US financial crisis, the US

Federal Open Market Committee (FOMC) reduced its federal funds rate target by 75 basis

points. This came as an easing surprise, because the market only expected a 50 basis points

cut. The S&P 500 stock market index of blue chip companies, however, dropped almost 17

basis points within the half-hour window of the announcement. Such event is not unique: in

our sample in around 30% of cases we observe such a positive comovement of interest rate and

stock market surprises. This might seem puzzling in the face of a broad theoretical consensus

that predicts stock price appreciation after a policy easing. It is less surprising, however, if we

notice that in the accompanying statement, the FOMC explained that it “took this action in

view of a weakening of the economic outlook and increasing downside risks to growth.” In our

view, this communication had an independent influence on stock valuations. In this paper we

disentangle central bank information shocks from standard monetary policy shocks and assess

their impact on asset prices and the macroeconomy.

We propose to identify central bank information shocks by analysing the high-frequency

co-movement of financial variables that are influenced by the policy actions, like interest rates

and stock markets, around a narrow window of the policy announcement. This way, we are

using market prices to reveal information that is not directly available for the econometrician.

A standard monetary policy tightening leads to lower (fundamental1) stock market valuation

according to a broad range of theoretical models. The reason is simple: the present value

of future payoffs declines because, first, the discount rate increases with higher real interest

rates and rising risk premia and, second, the expected payoffs decline with the deteriorating

outlook caused by the policy tightening. If, instead, stock markets increase in spite of a surprise

monetary policy tightening, we read it as an indication for the presence of an accompanying

information shock.

In this paper, we set out to disentangle the policy shocks and the central bank information

shocks in a Bayesian structural vector autoregression (VAR). In the VAR, we augment standard

monthly variables on interest rates, the price level, economic activity and financial indicators

with high-frequency financial-market surprise variables. The methodology is closely related

to proxy VARs (Stock and Watson, 2012; Mertens and Ravn, 2013) that use high-frequency

surprises as external instruments to identify monetary policy shocks (Gertler and Karadi,

2015). Our contribution is to use sign restrictions on multiple high-frequency surprises to

identify multiple contemporaneous shocks. In particular, we use the 3-months-ahead federal

funds future surprise to measure changes in expectations about short term interest rates and

the S&P 500 index to measure changes in stock valuation within a half-hour window around

FOMC announcements. We assume that within this narrow window only two structural shocks

drive the financial-market surprises. First, a monetary policy shock. As we explained above,

1The contemporaneous impact of the policy tightening of any bubble component of the stock valuation is
indeterminate. (see e.g. Gaĺı, 2014)
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we require that a surprise monetary policy tightening (that raises our interest rate surprise

measure) to reduce stock valuations. Second, a central bank information shock. This is the

complementary shock that is assumed to lead to a positive comovement of the interest rate

and the stock market surprises. This can be understood as positive news about the economy

that leads simultaneously to higher stock valuations and a tightening of systematic monetary

policy response.

We track the dynamic response of key macroeconomic variables to our identified shocks.

Our aim is twofold. First, we set out to obtain impulse responses to monetary policy shocks that

are purged from the effects of the information shock. These shocks are directly comparable

to shocks to monetary policy rules in standard models. Second, we set out to analyse the

impact of the central bank information shocks on financial markets and the macroeconomy.

This could shed some light on whether asymmetric information between the central bank and

the public is a realistic assumption. If the answer is positive, a natural follow-up exercise is to

assess nature of the information the central bank has advantage about.

We find that central bank information shocks account for around one third of the high-

frequency variation in the 3-months-ahead federal funds futures rate. This is nonnegligible.

We find that even though our monetary policy shocks are broadly similar to monetary policy

shocks identified without controlling for information shocks, there are important differences.

Similarly to previous results, we find that a monetary policy tightening leads to a significant

contraction in output and a tightening of financial conditions. A key difference from previous

results is that our purged monetary policy shock induces a more pronounced price-level decline.

We hypothesize that the bias caused by the presence of information frictions might account for

the presence of the price puzzle in some relevant subsamples (see e.g. Barakchian and Crowe,

2013).

The central bank information shock leads to a significant impact on key macroeconomic

variables. This is notable, because ineffective central bank announcements as a result of sym-

metric information or random high-frequency variation around monetary policy shocks could

have as well led to insignificant macroeconomic impact. Instead, we find that a high-frequency

stock market appreciation accompanied by monetary policy tightening around policy announce-

ments leads to persistently higher short-term interest rates, a significantly higher price level

and improving financial conditions. The impact on real activity is weakly positive. We argue

that these responses are consistent with the central bank revealing information about cur-

rent and future demand conditions and tightening its policy to counteract its impact on the

macroeconomy. This countervailing impact could mitigate the impact on economic activity.

Related literature Our paper contributes to an important strand of the literature that

assesses the impact of high-frequency financial-market surprises around key monetary policy

announcements on asset prices (Kuttner, 2001; Gürkaynak, Sack and Swanson, 2005; Bernanke

and Kuttner, 2005) and the macroeconomy (Gertler and Karadi, 2015; Paul, 2015). Similarly

to classic approaches (Bernanke and Blinder, 1992; Christiano, Eichenbaum and Evans, 1996),
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the aim of this literature is to identify exogenous variation around systematic monetary pol-

icy, which then can be used to assess the causal impact of the policy. As long as the market

efficiently incorporates all publicly available information about the current and expected evo-

lution of relevant variables and their likely impact on policy, true deviations from systematic

policy will be reflected in financial market surprises. A sufficiently narrow window around the

announcement ensures that shocks unrelated to monetary policy announcements do not bias

the measures. However, policy announcements come systematically with central bank commu-

nication about the economic outlook, which can bias the predictions of these approaches. Our

contribution is to use multiple high-frequency variables to separate monetary policy shocks

from concurrent central bank information shocks and track their dynamic impact on financial

variables and the macroeconomy.

Our paper also fits into a long line of empirical research assessing the extent of information

asymmetry between the central bank and the public. Romer and Romer (2000) argues that

the US Federal Reserve has superior ability relative to the private sector to process publicly

available information to produce economic forecasts. They show that the FRB staff forecasts

on inflation and output have better forecasting performance that popular private forecasts, in

the sense that the staff forecasts should get all the weight relative to the private forecasts in an

optimal forecasting equation. Furthermore, they argue that the private sector can use policy

actions to learn about the confidential FRB staff forecasts. Faust, Swanson and Wright (2004)

challenges this view and shows evidence against the claim that surprises were informative about

the Fed’s private information. New data leads to a different conclusion: Barakchian and Crowe

(2013) and Campbell, Fisher, Justiniano and Melosi (2016) show in a updated sample that

the private information of the Fed, measured as the difference of the FRB staff forecast and

private forecasts, can be used to predict monetary policy surprises around subsequent monetary

policy announcements. This suggests that surprises can be informative about the central bank

information. Our paper tests the existence of private information revelation indirectly through

identifying information shocks as orthogonal shocks that hit the economy concurrently with

monetary policy shocks. We find that the subsequent behavior of the economy is consistent

with the hypothesis of revelation of some private information that actually materializes, on

average.

Our paper complements recent research like Campbell, Fisher, Justiniano and Melosi (2016)

and Hansen and McMahon (2016), which aims to quantify the impact of central bank informa-

tion revelation on expectations and the macroeconomy. Campbell, Evans, Fisher, Justiniano,

Calomiris and Woodford (2012) coined the instructive term ‘Delphic’ forward guidance to

distinguish it from ‘Odyssean’ forward guidance. Delphic shocks reveal central bank informa-

tion about the future state of the economy that is foreseen to influence future interest rates.

Odyssean forward guidance, in contrast, is a commitment about future interest rates indepen-

dently of future state of the economy. The distinction is analogous to the distinction between

our central bank information and monetary policy shocks. Our question is somewhat broader
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than theirs: while their focus is on communication about future policy, our focus is on shocks

to both current and future policy. Campbell, Fisher, Justiniano and Melosi (2016) show that

private forecasts that are revealed through policy actions, which they measure as the fitted

value in a regression on federal funds futures surprises on the Fed’s private information, lead

to subsequent increases in private sector expectations, albeit with a lag. Hansen and McMa-

hon (2016) use methods in computational linguistics to turn announcements into quantitative

measures of central bank communication on the state of the economy and on policy that can

be introduced into a VAR framework. Our approach is different. Instead of using proxies

created from analysing the language of announcements or from measures of private informa-

tion comparing FRB staff to private forecasts, we use the information-processing power of the

markets and identify central bank information shocks from the high-frequency comovement of

interest rate and stock market surprises. We then track the dynamic impact of expectations

and realized macroeconomic variables as a response to such shocks in a VAR framework.

Nakamura and Steinsson (2013) estimates a structural model with central bank private

information about economic fundamentals (see also Zhang, 2016). The model can account for

relevant stylized facts, notably that expected real GDP growth increases after a high frequency

monetary policy tightening, in contrast to conventional models with symmetric information.

They assume perfect correlation of the policy and the news shocks, and use their model to

analyse the separate impact of the news component. In contrast, to separately identify two

orthogonal shocks, our methodology presupposes the presence of multiple independent signals

reaching the market, both about policy and economic outlook. This requires that the market

does not require an accompanying policy action to consider an announcement credible, but

considers independent central bank communication credible, at least partially. As we have

alluded to this above, evidence on the effectiveness of forward guidance communication suggests

that central bank communication can indeed be highly credible (see e.g. Gürkaynak, Sack and

Swanson, 2005; Bodenstein, Hebden and Ricardo, 2012; Wu and Xia, 2016). Relative to their

structural model, our VAR imposes weaker restrictions on the data, and delivers a broader

set of evidence on the dynamic responses to monetary policy and information shocks than

the stylized facts used by these authors. Our evidence can be used to assess the empirical

performance of their framework, as well as alternative models.

The remainder of the paper proceeds as follows. We describe our methodology in Section

2. In Section 3, we describe the data we use and Section 4 presents our results. Section 5

presents some robustness exercises and Section 6 concludes.

2 The econometric approach

In this section we explain how we estimate a joint econometric model of high-frequency mone-

tary policy surprises and low-frequency macroeconomic variables and how we identify structural

shocks in this model. The model enables us to combine two approaches to shock identification
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familiar from VARs: a variant of the external instruments approach and the sign restrictions

approach. Our estimation is Bayesian. An important practical feature of our approach is that

it can handle missing data on monetary policy surprises.

2.1 Estimation of a VAR with monetary policy surprises

Let yt be a vector of Ny macroeconomic variables observed in period t and let mt be a vector

of Nm high frequency monetary policy surprises in period t. To construct mt we first record

monetary policy surprises, i.e. high frequency movements of financial variables around policy

announcements and then aggregate them to the same frequency as yt by adding them up (see

Section 3.1 for details). We consider three specifications of a VAR with mt and yt.

Specification A is the unrestricted VAR(
mt
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)
=
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Specification B imposes a restriction that the variables mt are i.i.d., i.e. satisfy mt = umt .
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Specification C imposes additionally the restriction that the variables yt do not depend on

the lags of mt, resulting in(
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Currently we focus on specification B based on an informal criterion: the impulse responses

change very little when moving from A to B. This suggests that the restrictions in B are only

weakly binding, and hence it is advisable to impose them and conserve degrees of freedom. In

the next version of the paper we plan to test the restrictions in B and C formally using Bayes

factors. Now we explain how we estimate specification B.

Let B and Σ denote the parameters of the VAR, where

B = (B1
YM , B

1
Y Y , ..., B

P
YM , B

P
Y Y , cY )′, var

(
umt

uyt

)
=

(
ΣMM ΣMY

ΣYM ΣY Y

)
= Σ,

We introduce a Minnesota-type prior specified as an independent normal-inverted Wishart

prior, p(B,Σ) = p(B)p(Σ), where

p(Σ|S, v) = IW (S, v) , (4)
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p(vecB|B,Q) = N (vecB,Q), (5)

IW denotes the Inverted Wishart distribution and N denotes the normal distribution. We set

the prior parameters B,Q, S, v following Litterman (1979) and the ensuing literature. Namely,

in B the coefficient of the first own lag of each variable is 1 and the remaining entries are zero.

Q is a diagonal matrix implying that the standard deviation of lag p of variable j in equation

i is λ1σi/σjp
−λ3 . Unless indicated otherwise we use standard values λ1 = 0.2, λ3 = 1. σi (σj)

is the standard error in the autoregression of order P of variable i (j). S is a diagonal matrix

with σ2i , i = 1, ..., Nm +Ny on the diagonal. v = N + 2. All these choices are standard in the

Bayesian VAR literature.

We generate draws from the posterior with the Gibbs sampler, at the same time taking

care of the missing values in our dataset. In the Gibbs sampler we draw in turn from three

conditional posteriors i) p(Σ|Y,M,B), ii) p(B|Y,M,Σ) and iii) we draw the missing observa-

tions in M , where M is a T ×Nm matrix collecting observations on mt for t = 1, ..., T and Y is

a T ×Ny matrix collecting observations on yt for t = 1, ..., T . The conditional posterior of Σ in

i) is inverted Wishart, and the conditional posteriors of B and of the missing observations of

m in ii) and iii) are normal. See the Appendix for the derivations of these conditional posterior

densities.

2.2 Identification: Combining high-frequency identification and sign restric-

tions

This subsection explains how we combine high-frequency identification and sign restrictions in

order to identify the structural shocks of interest. To fix ideas we explain the identification in

the baseline model.

In the baseline model we identify two shocks: a monetary policy shock and another, comple-

mentary shock which we will call central bank information shock. We use two main assumptions

to isolate these shocks.

1. Monetary policy surprises mt are affected only by monetary policy and central bank

information shocks, and not by other shocks. This is because variables mt are measured in

a narrow time window around monetary policy communications. Hence, the probability

that other shocks systematically occur during the same time window is low.

2. A contractionary monetary policy shock is associated with an interest rate increase and

a drop in stock prices. A positive central bank information shock is the complementary

shock, i.e. the shock associated with an increase in both interest rates and stock prices.

Table 1 reports the restrictions on the contemporaneous responses of all variables (in rows)

to all shocks (in columns) in the baseline model. In this model m consists of two variables, an

interest rate and a stock market index, while y is a vector of macroeconomic variables.
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Table 1: Identifying restrictions in the baseline VAR model

shock
variable Monetary Central Bank other

Policy Information

m (high frequency)
interest rate + + 0
stock index – + 0

y (low frequency) . . . • • •

We compute the posterior draws of impulse responses imposing sign and zero restrictions

following Rubio-Ramirez, Waggoner and Zha (2010) and Arias, Rubio-Ramirez and Waggoner

(2014). In our case the zero restrictions are particularly easy to impose. For each draw of

model parameters from the posterior we find a rotation of the first two Choleski shocks that

satisfies our sign restrictions. It is easy to see that this rotation satisfies the zero restrictions

as well. More in detail, or each draw of Σ from the posterior we compute its lower-triangular

Choleski decomposition, C. Then we postmultiply C by a matrix Q =

(
Q∗ 0

0 I

)
, where Q∗ is

a 2×2 orthogonal matrix obtained from the QR decomposition of a 2×2 matrix with elements

drawn from the standard normal distribution. We repeat this until finding the Q such that

CQ satisfies the sign restrictions.

3 Data

3.1 High-frequency variables

We measure asset-price changes around 241 FOMC announcements between 1990 and 2016.2

Our dataset is an updated version of Gürkaynak, Sack and Swanson (2005). As they do, we

measure changes within an half-hour window around FOMC policy statements initiated 10

minutes before and ending 20 minutes after the statement is released. We turn high-frequency

surprises into monthly variables by summing them up over each calendar month.

Our baseline econometric model uses changes in the 3-months-ahead federal funds futures

and the (logarithm of the) S&P 500 stock market index as high-frequency surprise measures.

Federal funds futures are traded in the Chicago Board of Trade; the 3-months-ahead contract

exchanges a constant interest for the average federal funds rate over the course of the third

2Before 1994, the FOMC did not explicitly announce its policy decisions. Instead, the markets learned about
them from the open-market operations regularly conducted around 11:15 am the day following the FOMC
meeting. On these days, our surprises are measured around this time. Since 1994, the FOMC issues a regular
press release about its policy decisions accompanied by its assessment of the state of the financial markets and
the economy. On these days, we measure surprises around the time of the press release.
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calendar month from the contract.3 We use the 3-months-ahead contract, because its change

conveniently reflects the shift in the expected federal funds rate following the next policy meet-

ing4, so they incorporate information also about near-term forward guidance. Furthermore,

they are insensitive to events when the market is taken off guard by the timing of the surprise

between the current and the next meeting. These ‘timing’ surprises can be expected to have

minor impact on macroeconomic outcomes, but can drive measures that concentrate on sur-

prises related to particular policy meetings. The S&P 500 is a stock market index of blue chip

companies; Wilshire 5000 is a market-capitalization weighted broad stock market index. The

value of these indices is recorded at regular intervals, usually multiple times every second.

We analyse the impact of our shocks on a number of other high-frequency asset prices. The

surprise change in the actual policy rate is best reflected in the current-month federal funds

futures. We rescale the price change to reflect a surprise in the units of the federal funds rate

change by multiplying it with a constant measured as (days during the calendar month)/(days

remaining in the calendar month after the announced fed funds change), as in Kuttner (2001).

This is necessary, because the contract refers to the average federal funds rate over the current

calendar month, while the policy change only influences federal funds rates in the remainder

of the month. Additionally, we report changes in the benchmark 2-year, 5-year and 10-year

nominal and 5-year and 10-year inflation protected Treasury yields. The benchmarks refer to

the last issue (on-the-run) of these Treasury bonds. We measure inflation compensation as a

difference between the nominal and the real Treasury yields (breakeven inflation rates). We also

report surprise changes in the dollar/euro exchange rate (decrease means dollar appreciation).

3.2 Low-frequency variables

Our baseline VAR includes 5 monthly variables. We use the average 1-year constant-maturity

Treasury yield as our monetary policy indicator (Gertler and Karadi, 2015). The advantage

of using a longer rate than the targeted federal funds rate is that it incorporates measures of

forward guidance and therefore remains a valid measure of monetary policy stance also during

the period when the federal funds rate is constrained by the zero lower bound.

We include the GDP and the GDP deflator in log levels as measures of activity and prices.

We interpolate them to monthly frequency following the framework of Stock and Watson

(2010). The methodology uses a Kalman-filter to distribute the quarterly GDP and GDP

deflator series across months using a series of monthly datasets that are closely related to

economic activity and prices. We show that our results are robust to using industrial production

and the consumer price index.

We include the average S&P 500 stock market index (in log levels) and the excess bond

premium (Gilchrist and Zakrajsek, 2012) as financial variables in our VAR. The response of

the stock market to our identified shocks helps us to assess the persistence in the change in the

3Our measures are based on a tick-by-tick dataset of actual futures trades.
4During most of our sample, around 6 weeks elapse between regular policy meetings
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stock valuations that necessarily occur at high frequency as a result of our sign restrictions.

The evolution of the excess bond premium provides important information about the impact on

general financial conditions. Furthermore, the variable incorporates high-quality information

about the current and expected development of the economy as aggregated by the financial

markets, so its inclusion improves the performance of our small-scale VAR (Caldara and Herbst,

2016).

We assess the nature of the shocks that we identify by analysing the response of other

variables added one-by-one to our baseline VAR. The S&P 500 dividends are included in log

levels and measure the dividend payouts of S&P stocks every month. The VIX is a standard

proxy for economic uncertainty. It reflects the implied volatility in S&P 500 option prices. It

is only available since 1990, so we start the estimation sample for this extended VAR on this

date. Our data on expectations of professional forecasters are also only available from 1990.

We use the real GDP growth and CPI expectations collected by Consensus Economics. We

transform the current-year and next-year average expectations into constant-horizon 1-year

expectations.5

4 Results

To motivate our analysis, Figure 1 reports the histogram of the surprises in the 3-month fed

funds futures and in the S&P500 index, normalized so that the fed funds futures surprise is

positive. More in detail, whenever the fed funds surprise is negative we multiply both surprises

by -1. We also omit the observations for which the fed funds surprise was zero. The key lesson

we take from this figure is that positive surprises in fed funds futures can be accompanied

by either positive or negative surprises in the S&P500 index. According to most models a

monetary policy tightening (loosening) should depress (stimulate) the stock market. This

indeed happens in 66% of the cases. However, in the remaining 34% of the cases the interest

rate and the stock market move in the same direction.

There are two possible ways to account for the above observation. One way is to think that

the stock market surprises are particularly noisy (the stock market is indeed very volatile). In

this case, the surprises plotted above reflect monetary shocks plus some random noise. Another

way is that the positive comovement of the interest rate and the stock market is triggered by

some economic shock different from the monetary policy shock, which also gets transmitted

to the economy simultaneously with the central bank policy announcements. Below we report

the evidence in favor of the latter explanation.

5Our expectation measure (EXP12m) is a weighted average of the current-year EXPCY and next-year EXPNY

expectations reported by Consensus Economics: EXP12m = 1−(i−1)
12

EXPCY + i−1
12

EXPNY , where the weights
are determined by share of the current and the next calendar years in the following 12 months period (i is the
current calendar month).
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Figure 1: Histogram of the surprises in the 3-month fed funds futures and in the S&P500
index, normalized so that the 3-month fed funds futures is always positive.
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4.1 Impulse responses in the baseline specification

The m vector in our baseline specification consists of two variables: i) the surprise in the 3-

month fed funds futures and ii) the surprise in the S&P500 index. The y vector consists of five

variables: i) one-year government bond yield, ii) the S&P500 index, iii) real GDP, iv) GDP

deflator and v) the excess bond premium (EBP). The VAR includes 12 lags and it follows

specification B, i.e. all the lags of m have coefficients restricted to zero. The frequency is

monthly and the sample is from July 1979 to August 2016.

Figure 2 reports the impulse responses of all the variables to the two shocks we identify.

Each of the two columns shows responses to a different shock. Note first, that in this specifica-

tion variables m are modeled as i.i.d., so their impulse responses only last one period. Since the

resulting plots are difficult to read, in all the subsequent figures we omit the impulse responses

of the m variables and instead report their contemporaneous responses in a table. Table 2

reports these responses in the baseline specification. By construction the responses satisfy the

sign restrictions. Looking at the medians, a standard monetary policy shock is associated with

positive 5 basis points surprise in the 3-month fed funds futures and a negative 41 basis points

surprise in the S&P500 stock index. A standard central bank information shock is associated

with a positive 3 basis points surprise in the 3-months fed funds futures and a positive 28 basis

points surprise in the S&P500 stock index.

Coming back to Figure 2 we can see how the monthly variables y respond to the shocks

pinned down by the above combinations of high-frequency surprises. Three observations stand

out.

First, we can see that the impulse responses in the two columns are very different. This

means that a different comovement of financial variables in the half-hour window around mon-

etary policy announcement foretells a very different dynamics of macroeconomic and financial

variables in the months following the shock. Recall that we impose no restrictions on the
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Table 2: Contemporaneous impulse responses of m to one standard deviation monetary policy
and central bank information shocks, baseline VAR. Percentiles of the posterior density.

surprise in:
Monetary Policy CB information

50pct (5pct, 95pct) 50pct (5pct, 95pct)

3m FF futures (percent) 0.05 (0.026, 0.060) 0.03 (0.003, 0.052)
S&P500 (percent) -0.41 (-0.510, -0.222) 0.28 (0.030, 0.451)

Figure 2: Impulse responses to one standard deviation monetary policy and central bank
information shocks, baseline VAR. Median (line), percentiles 16-84 (darker band), percentiles
5-95 (lighter band).
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responses of the low frequency variables y, the only identifying restrictions are imposed on the

responses of m.

Second, the responses reported in the right-hand side column, labeled central bank in-

formation shock, are new in the literature. The one-year government bond yield increases

persistently. The monthly S&P500 index does not fall, its impulse response is not significantly

different from zero. Real GDP stays roughly the same or, if anything, increases slightly in

the first months. GDP deflator increases persistently during the first months by about 5 basis

points. The excess bond premium falls by about 2 basis points. These responses are consistent

with responses to a news shock about improving demand conditions that are partly offset by

tightening interest rate policy.

Third, the responses to a monetary policy shock are quite close to the findings in the

literature, i.e. they entail a contraction in real activity and prices, a stock market bust and

an increase in the excess bond premium. In the next section we report a detailed comparison

with a more standard identification of monetary policy shocks. The main difference we find

is that the response of prices is more vigorous under our identification. In the cases when a

standard identification generates a price puzzle (i.e. an increase in prices after a contractionary

monetary policy shock), our identification is free of the price puzzle. We conclude that the

monetary policy shocks we identify are a refinement of the monetary policy shocks known from

literature, we eliminate the contamination by the central bank information shocks.

Table 3: Variance decomposition: the share of the total variance explained by each shock at
horizons of one and two years. Baseline model.

Monetary Policy C.B. Information

variable 1 year 2 years 1 year 2 years

m
3-month fed funds future 0.65 0.35

S&P500 0.66 0.34

y

1-year govt. bond yield 0.10 0.09 0.27 0.24

S&P500 0.09 0.08 0.02 0.02

Real GDP 0.04 0.05 0.02 0.03

GDP deflator 0.06 0.08 0.06 0.06

Excess Bond Premium 0.06 0.06 0.04 0.04

Note: Posterior means. For the i.i.d. variables in m the forecast variance does not depend on the horizon, so

for these variables we only report a single number.

Table 3 reports the contributions of the two shocks to the forecast variances of all the

variables at horizons of one and two years. For the i.i.d. variables in m the forecast variance

obviously does not depend on the horizon, so for these variables we only report a single number.

We can see that monetary policy shocks account for about two thirds of the variance of the

13



surprises, and central bank information shocks account for the remaining one third. Turning to

variables y, we see that monetary policy shocks account for 10% of the variance of 1-year bond

yields and 9-8% of the S&P500 index and 6% of the excess bond premium. They also account

for 4-5% of real GDP and 6-8% of the GDP deflator, which are relatively high shares compared

with the literature. Central Bank information shocks are also relevant. Most strikingly, they

contribute about a quarter of the variance of the 1-year bond yields. They also account for 2-

3% of the variance of real GDP and 6% of the variance of GDP deflator, so their contributions

to the macroeconomic fluctuations are also nontrivial.

4.2 Responses of other high frequency surprises

We reestimate the model including other high frequency surprises in vector m. The surprises

in the 3-month fed funds future and in S&P500 are ordered first and we follow the same

identification as before.6 In this version of the model we continue to obtain similar impulse

responses of the macroeconomic variables, so we omit them for brevity. Instead we focus on

the contemporaneous responses of the additional high frequency surprises, reported in Table 4.

We can see that the Wilshire index behaves similarly as the S&P500: falls after the monetary

policy shock and increases after the central bank information shock. Interest rates at all

maturities move up after both shocks, but after the monetary policy shock they move more.

The response of the longer term rates to the central bank information shock is not significantly

different from zero. Finally the dollar appreciates against the euro and the yen, but only after

the monetary policy shock the appreciation is significant.

4.3 Responses of other low frequency variables

Responses of additional low frequency variables, especially survey-based expectations, re-

inforces our hypothesis that the central bank information shock carries information about

transitory demand pressures. Figure 3 reports the responses of low frequency variables that

we add, one by one, to the baseline model. We can see that the two shocks have opposite

effects on GDP growth and inflation expectations measured by surveys: a monetary policy

tightening depresses both expectations and a positive central bank information shock boost

them. The positive comovement of growth and inflation expectations suggests that the infor-

mation carried by the latter shock is information about the demand. Dividends decrease and

VIX jumps up after a monetary policy shock. The opposite happens after the central bank

information shock: VIX falls and dividends increase (though not significantly). These impulse

responses reinforce the conclusion that the two shocks we identify have very different effects

on the economy.

6The implicit assumption is that any variance in the other surprises that is not explained by the monetary
policy and central bank information shocks is due to idiosyncratic noise.
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Table 4: Contemporaneous impulse responses of m to one standard deviation monetary policy
and central bank information shocks, in percent. Model with an extended vector m. Percentiles
of the posterior density.

surprise in:
Monetary Policy CB information

50pct (5pct, 95pct) 50pct (5pct, 95pct)

SP500 -0.42(*) (-0.516, -0.227) 0.28(*) (0.027, 0.450)

WILSHIRE -0.44* (-0.536, -0.265) 0.23 (-0.030, 0.431)

Current month fed funds future 0.06* (0.032, 0.073) 0.04* (0.001, 0.061)

3-month fed funds future 0.05(*) (0.028, 0.065) 0.03(*) (0.004, 0.056)

2-year bond yield 0.04* (0.026, 0.046) 0.02 (-0.007, 0.033)

5-year bond yield 0.03* (0.020, 0.033) 0.00 (-0.011, 0.019)

10-year bond yield 0.02* (0.010, 0.021) -0.00 (-0.013, 0.008)

EURO per USD -0.26* (-0.329, -0.179) -0.08 (-0.217, 0.066)

YEN per USD -0.15* (-0.205, -0.101) -0.03 (-0.117, 0.065)

Note: * highlights the cases where 95 or more percent of the posterior density is on the same side of zero. For

the 3-month fed funds future the S&P500 this happens by construction (because of the sign restrictions), so we

put the asterisk in brackets, (*).
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Figure 3: Impulse responses of other low frequency variables to monetary policy and central
bank information shocks. Median (line), percentiles 16-84 (darker band), percentiles 5-95
(lighter band).
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5 Robustness

5.1 Comparing with the simple proxy variable identification of monetary

policy shocks

Table 5: Identifying restrictions in the simple proxy variable identification of monetary policy
shocks

shock
variable Monetary other

Policy

m (high frequency) interest rate + 0

y (low frequency) . . . • •

The monetary policy shocks that we identify in the baseline model are a refinement of

the shocks identified in the previous literature. Papers such as Gertler and Karadi (2015),

Barakchian and Crowe (2013) and others identify monetary policy shocks using variants of the

following ‘simple proxy variable identification’. The identifying restrictions are that cov(m, εMP ) >

0 and that cov(m, εi) = 0 for all εi other than the monetary policy shock εMP . Table 5 re-

ports these restrictions. The specific procedures differ across papers. For example, Gertler and

Karadi (2015) use the external instruments approach, i.e. they do not introduce m into the

VAR and instead use it in auxiliary regressions outside the VAR. However, the key identifying
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Figure 4: Impulse responses to monetary policy and central bank information shocks, sign
restrictions and simple proxy variable identification, across subsamples. Median (line), per-
centiles 16-84 (darker band), percentiles 5-95 (lighter band).

A. Real GDP and deflator, sample Jul.1979-Augu.2016
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Figure 5: Impulse responses to monetary policy and central bank information shocks, sign
restrictions and simple proxy variable identification, across subsamples. Median (line), per-
centiles 16-84 (darker band), percentiles 5-95 (lighter band).

C. Real GDP and deflator, sample Jul.1979-Dec.2008
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restrictions are the two restrictions above. We find that these impulse responses obtained with

the simple proxy variable identification are similar to those reported in Gertler and Karadi

(2015).

Figure 4 illustrates that our baseline model is a refinement of the simple proxy variable

identification. The responses of all variables are qualitatively similar. The main difference is

that in the sign restrictions approach the negative response of prices is more vigorous and in

the case where the simple proxy variable identification yields a price puzzle, shown in panel B,

the sign restriction eliminates it.

5.2 A model with factors extracted from surprises

In an extension of the baseline model we extract factors from the surprises in order to model

a long vector m more efficiently. Since the surprises are not collinear, we assume that in

addition to the monetary policy and central bank information shocks they are affected also

by idiosyncratic noise. To get rid of this idiosyncratic noise we extract two common factors

(principal components) from a set of surprises. We assume that in these principal components

the idiosyncratic noise cancels and thus they are only driven by the central bank-related shocks.

Therefore, we place these two principal components first and rotate them until satisfying the

sign restrictions on the interest rates and the stock market surprises. Table 6 reports the

identifying restrictions.

Table 6: Identifying restrictions in the VAR model with factors of m.

shock
variable Monetary Central Bank other

Policy Information

m (high frequency)

first p.c. • • 0
second p.c. • • 0
interest rate + + •
stock index – + •
. . . • • •

y (low frequency) . . . • • •

Table 7 reports the responses of the surprises collected in m. At least three lessons flow from

this table. First, the short-term interest rates (current-month and 3-months fed funds futures)

move more strongly after a monetary policy shock than after the central bank information

shock. The longer-term interest rates (2, 5 and 10 year bond yields) move similarly. Second, the

dollar appreciates more after the central bank information shock. Third, break-even inflation

rates fall after the monetary policy shock, while they either do not change or increase after the

central bank information shock.
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Table 7: Contemporaneous impulse responses of m to one standard deviation monetary policy
and central bank information shocks. Model with factors of m. Percentiles of the posterior
density.

Monetary Policy CB Information

50pct (5pct, 95pct) 50pct (5pct, 95pct)

S&P500 -0.46 -0.520, -0.382 0.12 0.007, 0.287

Current month fed funds future 0.06 0.051, 0.072 0.01 -0.010, 0.034

3-month fed funds future 0.05 0.043, 0.061 0.02 0.002, 0.038

2-year bond yield 0.04 0.029, 0.055 0.04 0.021, 0.051

5-year bond yield 0.03 0.016, 0.040 0.03 0.022, 0.043

10-year bond yield 0.02 0.008, 0.024 0.02 0.015, 0.029

Euros per USD -0.20 -0.340, -0.073 -0.38 -0.460, -0.269

Break-even inflation 5-years -0.01 -0.010, -0.003 0.00 -0.002, 0.006

Break-even inflation 10-years -0.01 -0.014, 0.003 0.01 0.000, 0.015

Table 8: Variance decomposition: share of total variance explained by each shock at horizons
of one and two years. Model with factors of m.

variable Monetary Policy C.B. Information

m

S&P500 0.79 0.11
NASDAQ 0.04 0.14
Current month fed funds future 0.37 0.03
3-month fed funds future 0.49 0.10
2-year bond yield 0.51 0.37
5-year bond yield 0.37 0.46
10-year bond yield 0.22 0.33
Euros per USD 0.21 0.38
Break-even inflation 5-years 0.05 0.01
Break-even inflation 10-years 0.08 0.02

1 year 2 years 1 year 2 years

y

1-year govt. bond yield 0.03 0.03 0.03 0.03
S&P500 0.09 0.08 0.02 0.02
Real GDP 0.04 0.04 0.02 0.02
GDP deflator 0.06 0.08 0.03 0.03
Excess Bond Premium 0.06 0.06 0.03 0.03
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Figure 6: Impulse responses of low frequency variables to monetary policy and central bank
information shocks. Model with factors of m. Median (line), percentiles 16-84 (darker band),
percentiles 5-95 (lighter band).
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6 Conclusion

We argued that systematic central bank communication released jointly with policy announce-

ments can bias high-frequency identification of monetary policy shocks, but creates an oppor-

tunity to empirically assess the impact of central bank communication on the macroeconomy.

We have separated standard monetary policy shocks from central bank information shocks

in a structural VAR and tracked the dynamic response of key macroeconomic variables. We

have found that the presence of information shocks can marginally bias the results of simple

high-frequency monetary policy identification, especially that of the price-level response. We

have also found that a representative central bank information shock is similar to news about

an upcoming demand shock that the central bank partly offsets.

Our results on the quantitative response to monetary policy shocks can be used to improve

the calibration of models used for monetary policy analysis. Our results on the impact of

central bank communication about the real economy gives support to models that assume that

the central bank has some advantage in processing information about the economy over the

private sector, especially about demand conditions. Our evidence can contribute to formu-

lating realistic models that could be used to draw normative conclusions about central bank

communication. We leave this for future research.
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